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Commutators of Diffeomorphisms: I1Y)

by JoHN N. MATHER

This paper is a sequel to [2], and we will assume the reader is familiar with the
terminology and results of [2]. Our main result is the following.

THEOREM 1. Let M be a smooth n-manifold. If n>r>1, then Diff (M, r) is
perfect.
From Epstein’s theorem [1], it then follows that we have:

COROLLARY. Under the same hypothesis, Diff (M, r) is simple.

Combining this with the result in [2], we see that the only missing differentiability
class is r=n+1. For r=n+1, it is still unknown whether Theorem 1 holds.

Theorem 1 is an immediate consequence of the case when M =R". The proof of
Theorem 1 is very closely related to the proof of Theorem 1 in [2]. In a sense, we
have turned the proof of the latter upside down.

In the final section, we give a result concerning the connectivity of Haefliger’s
classifying space as an application of our method. This is analogous to the result
concerning the connectivity of Haefliger’s classifying space we obtained in [2], but
for low differentiability, rather than high differentiability.

§1. A Refinement of Theorem 1

We will actually prove a refinement of Theorem 1. Let « be a modulus of con-
tinuity, and r a positive integer.

THEOREM 2. Suppose either of the following holds.

a) n>r>1

b) r=n, a is defined on all of [0, 00), and there exists B, with 0<B <1, such that
a(tx)<tPa(x) for all x>0 and all t>1.

Then Diff (M, r, a) is perfect.

Theorem 1 is an immediate consequence, since Diff (M, r )= Diff (M, r, «), where

the union is taken over all moduli of continuity in the case r<n, and all moduli of

continuity satisfying the supplementary condition (b), when r=n.
Of course, it is enough to prove Theorem 2 in the case M =R", to obtain the

1 This research was partially supported by NSF grant GP 43613X.
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general result. We reduce the proof in §2 to the construction of certain mappings
P; ,. These mappings are constructed in subsequent sections.

§2. Strategy of the Proof

The main technical step is the construction of certain mappings P; , of function
spaces, and the proof of a number of properties of the P; ,. The domain of P; 4 is a
C! neighborhood of the identity in the space of C* diffeomorphisms of R” with sup-
portinintD; ,. The range of P; , is the set of C' diffeomorphisms of R” with support
inintD;_y 4.

There is a close parallel between the construction of P; , which we will give below
and the construction of ¥; , which we already gave in [2]. Note, however, that there
is already a difference: we have reversed the domain and range.

Now we list the properties we will show P; 4 to have.

Properties of P;_,.

1) P; 4(id)=id,

2) If u is in C™ % then so is P; 4(u).

3) The restriction of P; 4 to the set of C" diffeomorphisms in its domain is con-
tinuous with respect to the C" topologies on its domain and range.

4) If uis in the domain of P; ,, then u is isotopic to the identity through an isotopy
with support in intD; , and P, ,(u)is isotopic to the identity through an isotopy with
support in intD;_; 4. '

From 4), if uedomP; , and u is C™*, then u, P; ,(u)eDiff(R", r, a).

5) If uedomP; 4 and u is C"* then [u]=[P; ,(u)] in the commutator quotient
group of Diff(R", r, a).

6) There exists >0, C>0 such that

ﬂf,d(Pi.A(u))<CA—1 #rSa(u),

if u is of class C™% lies in the domain of P; ,, and satisfies y, ,(u)<d. Moreover, C
is independent of A.

The estimate for P; 4 given in 6) is in a sense the “inverse’’ of the estimate for
¥, 4 given in §3, (6) of [2].

In the rest of this section, we finish the proof of the Theorem 2, assuming the exis-
tence of P; , satisfying (1)-(6). Consider feDiff(R", r, «) with support in intD,. We
wish to show f is in the commutator subgroup if it is sufficiently close to id.

For any ueDiff(R", r, «) with support in int D, , we try to define

“0=A_1f"A’ Uy =Pn,A(uO)’ u2=Pn-—1,A(u1)’ ey Ug=Py 4 (un—l)‘
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If u and f are sufficiently close to the identity in the C! topology, these will actually
be defined, by properties (1)~(3) of P, .

It is easily seen that u, is conjugate to fu in Diff (R", r, «). Thus, [uy]=[ fu] in the
commutator quotient group of Diff(R", r, ). Then

[ful=[ua], (+)
by (5) and the definition of the u;.

LEMMA. Suppose the hypotheses of Theorem 2 are satisfied. There exists A, such
that if A>A,, then for £>0 sufficiently small, pn, ,(u)<e and p, .(f)<e imply
Hy, o (Un) <.

Assuming this lemma, one can prove Theorem 2 in exactly the same way as Theo-
rem 2 in [2] was proved there. Since there is no change in this proof, we will say
nothing further about it.

Proof of the Lemma. Exactly as in the proof of the lemma in §3 of [2], we have
that if e>0 is sufficiently small, and g, ,(f)<e, i, .(u)<e, then p, ,(fu)<3e.

From the definition of u,, we have u, ,(uo)<A'w, ,(fu) and p, ,(ug)<A™"1+#
Hy. o (fu), if o is defined on all of [0, o) and o (2x) < tPa(x), for t>1.

From condition (6) on the mappings P; ,, and the definition of uy, ..., u,, it follows
that if ¢ >0 is sufficiently small, then pi, ,(1,)<3C"A" "¢and y,,,(u,)<3C"A" """ 1+bg,
if a is defined on all of [0, 00) and «(tx)<tPa(x), for t>1.

Under the hypotheses of the lemma, the exponent of A4 is negative, so by taking 4
sufficiently large we may arrange that 3C"4"""<1 or 3C"4"~""1*£ <1, according to
the case. In either case, we have u, ,(u,)<e. Q.E.D.

§3. Construction of the Mappings P; 4

We consider the problem: given u with support in intD; ,, find v with support in
intD;_, , such that t;u and 7;v are conjugate. We also wish v to satisfy an estimate

of the form

”r,a(v)sc‘A—l”r,a(u) (1)

where C is a constant (independent of A). This estimate should be satisfied for « in a
neighborhood of the identity. (This neighborhood may depend on A4.)

Our method is similar to the method of [2, §5], where we solved the “inverse”
problem. In particular, since suppucintD,; 4<intD,;_, ,, we may and do construct
h in the same way as there, provided  is sufficiently close to the identity. Let 4 denote
the unique diffeomorphism of R” such that h=~hn and / is the identity on {x,=0},
where 7 denotes the projection of R" on C;.



36 JOHN N.MATHER

We let B be a positive integer, which will be specified below. If 4 is sufficiently C!
close to the identity, i will be close enough to the identity for us to define diffeo-
morphisms i, ..., iz of R” by the formulae

b () == (5 (x) =)
iy () ==z (e i (x) =)
by ()= x = (et o i (1))

ooy () —x = (o oo iz, (x)—x)

2
fig(x)—x=Fohito ofizhy (x)—x.

Then h=hgohg_jo-oh,.

Let { be a real C® function on R, periodic of period 1, equal to 1 in a neighborhood
of the integers, equal to zero in a neighborhood of the half-integers, and satisfying
0< (<1 everywhere.

Forj=1,..., B, and k=0, 1, we define &, (for k=0, 1) by the formulae &, (x)—x
={(x;) (h;(x)—x) where x=(xy,..., x,)eR", and h;; =h;h;". These will be diffeo-
morphisms if & is C! close to id. We have h;=h; h;o and h=hg hpohp_1,1hp-1,0
AN

This is the decomposition of 4 we need in order to construct v.

CONSTRUCTION of v. We first construct two sequences E*,..., E2, E} ... E®
of strips in R". These are defined as follows. Let a be the least half integer > —24. Let

El ={xeR": a+3j-3<x;<a+3j—2}
E} ={xeR":a+3j-3/2<x;<a+3j—1/2}.

We let B be the greatest integer such that a+3B—1/2<24.

In terms of increasing values of x;, the strips occur in the following order: EL, E}
E?,E2%,..., EB, E% Moreover theyare disjoint, they all lie in the set { —24 <x; <24},
and their sides are defined either by x; = half-integer (the E.) or x;=integer (the E% ).
They are squeezed as closely together as possible, compatibly with these properties.

We let v | EZ be the unique diffecomorphism of EZ onto itself such that v | EL
=hyo | EL. We let v | E% be the unique diffeomorphism of E onto itself such that
v| EL=h; | EL.Welet

v| (R~ (EL nE}))=id.
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If u is sufficiently close to the identity this is a well defined diffeomorphism of R".

Moreover, it is easily seen that I';=h. Hence I':(I'}) 1€ %, and it follows from the
lemma in [2, §4] that 7;u and 7,v are conjugate in Diff (R", r, &), if u is in Diff (R", r, a)
and sufficiently C! close to the identity.

This completes the construction of v. Our estimate (1) will be proved in the next
section.

We set P; ,(u)=v. Of the properties (1)-(6) of P; 4 listed in §2, properties (1)-(3)
are obvious, we may arrange for (4) to hold by replacing the domain of P; 4 by a
smaller neighborhood of id, (5) is a consequence of the fact that 7, and ;v are con-
jugate, and (6) is equivalent to the inequality (1) of this section, which will be proved
in the next section.

§4. Estimate for v

In this section, we will complete the proof of Theorem 2 by proving the estimate
(1) in §3. The proof is based on the following five estimates.
(1) If u is C™* and sufficiently near the identity, then

.ur,a (F’u)S 8iur, a (ll) .
(2) If u is C™* and sufficiently near the identity, then

Hr, o (R)<3p,, o ().

(3) There exists a constant C; >0, independent of A4, such that if » is C"* and
sufficiently near the identity, then

Uy, o (R)<C A7, . (h), i=1,...,B.

(4) There exists a constant C,, independent of 4, such that if u is C™* and suffi-
ciently close to the identity, then

ur,a(ﬁi,j)gcl)ur,a(ﬁi)a j=0,1
(5) We have

ﬂr, a (v)::max {ﬂr, a (I;ij)} .

All but one of these estimates is obvious or is in [2, §6] in slightly different guise.
Thus, estimate (1) is essentially a special case of (1) in [2, §6]. Here, supp ucint
D;_, 4 whereas there, we had only the weaker condition supucintD; 4. This explains
why we may omit 4 from the right side of the inequality here: the width of D;_; , in
the ith coordinate is 4, while the width of D, , is 44. The proof of (1) here is exactly
the same as the proof of (1) in [2, §6].
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Estimate (2) is exactly the same as (2) in [2, §6].

Estimate (3) is the new result. It will be proved below.

Estimate (4) is proved by the same argument that was used in Step 3 in [2, §6].
The equation (5) is obvious from the definitions.

From the estimates (1)-(5) of this section, we get that (1) of the previous section
holds, with C=24C,C,.

The estimate (3) is a consequence of the following lemma. Let &7 denote the group
of C! diffeomorphisms U of R” such that U(x)=x if |x;| >24 for some j#i or x; is an
integer. For example, /i and the h, are in /.

LEMMA. Let 0<Ai<]1. For any UesZ, define V by
V(x)—x=A(U(x)—x)

and let W=UV ! (provided V =1 exists, which is the case when U is sufficiently close
to the identity). Then there exists 6>0 (small) and C>0 (large) such that for any
Uesf satisfying p, ,(U)<0d, we have

tr, o (W)<(=2) gy, o (U)+Chy, o (U)*. (*)

We will prove this lemma below. First, however, we prove (3), assuming the lemma.
Clearly

- 1 .. 1
ah ==, .(h)=—1, .(h).
)= o ()= o (1
Applying the lemma with U=h and A=1/B, we get

v B-1
Aur,a(hohl l)S_B_— ur,a(h)_*_o()ur,a(h)z)'

Then, it is clear that

e (h2) < ()0 Gt (B).

Applying the lemma a second time, with U=hoh' and A=(B—1)"?, we get

N - B-2 . -
”’r,a(hoﬁl 1°52 l)gﬁ__‘i I"r,a(hohl 1)+0(”r,a(i;°ﬁl 1)2)
B-2
<= o (1) + O (i ().

Then, it is clear that p, ,(h3)<(1/B) t,, . (h)+ O (1, «(h)?).
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Continuing in this way, we see that we have

e (RS ()0 (i, 1))

for i=1, 2,..., B. However, it is clear from the definition of B that B>1A4, so we get
the estimate (3).

Proof of the Lemma. We give different proofs depending on whether r=1 or r>1.
If f is a mapping of R” into itself, we define

vr(f)=supxek" "Drf (.X')“ .

Case r>1. We write R, , for the sum of the “other terms” in formula (2) in §2
of [2]. Thus,

D' (fog)=(D"fog) (Dg) +(Df-g) D'g+Ry . (6)

If fand g are C", then Ry, is C' and there exists >0 and C>0 such that if f, ges/
and v,(f), v,(g) <9, then

v (Ry,g)<Cv, (f) v ()
Applying (6) to g=f "1, we get

D (f)==(@) e f ) (DS f ) ((RF) e f T+ Ry, (7)
where there exists >0 and C>0 such that if fe/ and v,(f )<J, then

v (Ry)<SCv, (f)*.
Then

D'W=(D'UsV™1)-(DV Y +(DU-V"')- D'V~ + Ry,
=(DI’U° V"l)_l(Don V—1)+S0+RU’2
where
Sy=(D'U¥V~1)-(DV ) —=DUV ™!
+(D'VoV 1= ((DU-V™1)-((DV) 1oV 1)-(DVo ¥V 1) ((DV) 1oV 71)))
and Ry ; (i=1, 2) has the property that there exists 0>0 and C>0 such that if Ues/
and v,(U) <3, then v, (Ry, ) <Cv, (U)>. .
Then it is easily seen that there exist 8 >0 and C>0, such thatif Ue.«/ and y,, H(U)<3,
we have

He (SU+RU,2)<C”r,a(U)2 °
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The lemma (in the case r>1) follows immediately.
Case r=1. We have

DW=(DUo¥V~1)-D(V~Y)=(DUcV~1)-((DV) Yo ¥ 1)=(DU-(DV) 1)o V1,

(8)
Then
(DV) =+ (DV-1))=I-(DV-I)+(DV—I)*—-.-
=I-A(DU-1)+2*(DU—-I)*—---.
Therefore
DU-(DV) '=I+(1-1) (DU-I)+a,(DU-I)*+ay(DU-T)3 +--- 9)

where a,z%+a,z* +--- is a convergent power series (for |z|<A™!). The lemma, in the
case r=1, follows immediately from formulas (8) and (9).

§5. Application to Haefliger’s Classifying Space

This is just like §7 of [2]. We get that FI,, is (n+ 1)-connected if n>r> 1. Likewise
FIy*is (n+1)-connected under the hypotheses of Theorem 2. These assertions follow
in exactly the same way from the main results of this paper as the assertions in §7 of
[2] followed from the main results of [2], so we will not repeat the proofs here.
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