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ON POLYNOMIALS OF BEST ONE SIDED APPROXIMATION

by R. Bojanic * and R. DeVore

1. Introduction. For any extended real valued function / defined on
[ia, &], let P„ (/) be the class of all polynomials P of degree ^ n satisfying
the condition P (x) g /(x) for all x e [a, b] and w a non negative Lebesgue

b

integrable function on [a, b] such that J w (t) dt > 0. We say that P e P„ (/)
a

is a polynomial of best one sided approximation to/on [a, b] corresponding
to the weight function vv if

j w (ï) P(0 dt supIJ w (t)Q (0 eP„ (/) j s (/)

If / is integrable on [a, b], this is equivalent to
b r b

J inf\j W(t)(f(t)-Q(t))dt : QePXO

The polynomial P defined here is clearly a polynomial of best approximation

to / from below. The polynomial of best approximation to / from
above is defined similarly.

The problems of one sided approximation appear frequently in analysis.
It is well known (see [1], p. 65, Aufg. 137) that for every Riemann integrable
function / on [a, b\ and & > 0 there exist polynomials p and P such that

p(x)^/o)<; P(x),xs[fl,i]
and

b

I P (x) — PC*0)< s
a

A special case of this result corresponding to the function

0,0 <; x ^ e"1
/w={;
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played a significant role in J. Karamata'spro of [2] of the famous Hardy-
Littlewood's Tauberian theorem. By a refinement of Karamata's method,
based on a more precise one sided approximation to the same function,
G. Freud [3] obtained an estimate of the remainder term in the Hardy-
Littlewood's theorem. More general results of this type based on one
sided approximation to

/(*)
0, 0 rg x ^ e

x_1 (1 +logx)p_1,

have been obtained by T. Ganelius [5].

From a more practical point of view, one sided approximation by
polynomials to an integrable function / gives immediately upper and lower
estimates for the integral of wf.

However, the polynomials of best one sided approximation have not
been studied systematically, and they have been found explicitly only in
few special cases by G. Freud [4] and T. Ganelius [6].

In the first part of this paper we shall consider the problems of existence

and uniqueness of polynomials of best one sided approximation. We shall

prove the existence of a polynomial of best one sided approximation to /,
of degree ^n, assuming that /is bounded from below on [a, b] and that /
is either Lebesgue integrable on [a, b] or finite on certain subsets of az+1

distinct points of [a, b].

While the existence of a polynomial of best one sided approximation
has been established under very general hypotheses, it is not difficult to see

that a polynomial of best one sided approximation is not necessarily unique
even for continuous functions.

Consider for example the function n* defined by

<(x)
nn(x) if 7ln(x) ^ 0

0, if nn(x) < 0

where nn is the orthogonal polynomial of degree n on [a, b] corresponding
to the weight function w. It is easy to see by means of the Gauss quadrature
formula that for any polynomial Q of degree ^ In — 1 such that Q(x)
<; 7c„+(x), xe[a, b\, we have

b

J w (t) Q (t) dt s o
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On the other hand, we have Ann (x) ^ 7r„+ (x) for every 0 ^ A ^ 1 and

x s [a, b] and

b

J w (t) Ann (t) dt 0
a

This shows that An„ is a polynomial of best one sided approximation to
7r„+, of degree ^ 2« — 1, for every 0 ^ A ^ 1,

Thus, the continuity of a function does not guarantee the uniqueness

of its polynomial of best one sided approximation. We shall however prove
that a polynomial of best one sided approximation to a differentiate function

is necessarily unique.
In the second part of this paper we shall consider the problem of explicitly

determining polynomials of best one sided approximation from above

and from below.
Our first theorems deal with polynomials of best one sided approximation

of degree ^ n — 1 to functions whose n-th derivative is of constant
sign on (<a, b).

We mention in particular polynomials n* and 7i* of best one sided

approximation from below and from above, of degree n— 1, to xn on [— 1, 1],

corresponding to the weight function 1 :

w*(x)

w*(x)

x" — (P[->(x))2 if n is even

x" - (1 +x)(P[^L1i)](x))2 if n is odd

x" — (1 — (x))2 if n is even

x" - (1 -x) 1)]0))2 if n is odd

where P(na'ß) is the Jacobi polynomial of degree n, normalized so that the
coefficient of x" is 1. We recall that the Jacobi polynomials (P(na,ß)) form an
orthogonal sequence on the interval [—1, 1] with respect to the weight

[function w (x) (1 — x)a (1 +x/.
As another application of these results we obtain trigonometric poly-

[ nomials of best one sided approximation on [ — n, n] to

00

h (6) £ Ak cos kO
k= 1
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where

i

Xk J tkda(t) k 1, 2,...
o

with a non decreasing a on [0, 1]. In particular we obtain trigonometric
polynomials of best one sided approximation to the even Bernoulli
polynomials

00 (2tn) '

COS/C0

k= 1

since

(2m) J

0
fe2m =Jt*d(-log2-0.

The trigonometric polynomials of best one sided approximation to Bernoulli
polynomials both even and odd have been obtained by T. Ganelius [6] in
connection with the problem of one sided approximation to functions whose

r-th derivative is of bounded variation.
In addition to results of this type we shall obtain polynomials of best

one sided approximation of degree to functions of the form h (x2) on
[—1, 1] assuming that the weight function w is even and that the n] + 1-th

derivative of h is of constant sign on (0,1). Choosing in particular h (t yjl
we obtain polynomials of best one sided approximation from above and

from below to |x|, of any degree. The polynomial of best one sided approximation

to \x\ from below of degree ^ 4n+l has been obtained already

by G. Freud [4] by a different procedure based on certain results of
T. J. Stieltjes and A. A. Markov.

2. Existence and uniqueness of polynomials of best one sided approximation.

(i) The proofs of the existence theorems are based on the following

well known results:

Lemma 1. If (Qm) is a sequence ofpolynomials of degree ^n such that

b

J w(0 I Qm(t) \dt ^ M, m 1,2,...

then there exists a subsequence (Qmk) converging to a polynomial Q of
degree and the convergence is uniform on every finite interval.
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Lemma 2. If (Qm) is a sequence of polynomials of degree ^ n, which is

bounded at n+1 distinct points, then there exists a subsequence (Qmk)

converging to a polynomial Q of degree ^n and the convergence is

uniform on every finite interval.

Our first result can be stated as follows:

Theorem 1. Iff is bounded from below and Lebesgue integrable on [a, b],
then the polynomial ofbest one sided approximation tof on [a, b], ofdegree

^ n, exists.

Proof Since / is bounded from below and

b b

ßeP»(/) => J w(0Q(0dt^J < CO

a a

we have — oo < A(f)< oo.

Let (Qm) be a sequence of polynomials in P„(/) such that

b

AmJ w(t)Qm(t)dt-» A(f)oo)
a

We have then

b b b

J w(t)\Qm(t)\dt g J w (0 (fit) -Qm (t)) it) 1/(0 I dt
a a a

b

è 2J w(0 |/(0 I

a

^ M

for all m — 1,2,
By Lemma 1, the sequence (Qm) contains a uniformly convergent

subsequence (Qmk) on [a, &] converging to a polynomial P of degree ^n.
Since gmfc (x) ^ /(x), it follows that P (x) ^ /(x) for all x g [a, 6] and

so P g P„ (/). On the other hand, from

b b

f w)t)Pit)dt lim J wit)Qmkit)dt Aif)
a k -+ oo a

follows that P is the polynomial of best one sided approximation to / on
I«, b].
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The following existence theorem requires only that /be finite on certain
subsets of n+1 points of [a, b].

Theorem 2. Let { £0, } be n +1 distinct points of [a, b] such that for
any polynomial R of degree we have

b n

J w(0R(0dt Z WnvR(U
a v= 0

with W" > 0, v 0, 1, n.

Let f be an extended real valued function on [a, b] which is bounded

from below on [a, b] andfinite at the points { £0, }.
Then the polynomial of best one sided approximation to f on [a, b] of

degree ^ n exists.

Proof Since/is finite on 0, £„ } we can find M>0 such that

(2.1) /(£v) M v 0,..., n

Since /is bounded from below we have clearly A(f) > — oo. On the

other hand, for any geP„ (/) we have by (2.1)

b n n b

J w (0.0.(0 A Z »PÏÔtëv) ^ Z WlfiQ Ml W(i)dt
a v 0 v= 0 a

Thus —oo < A(f) <00.
Next, let (gm) be a sequence of polynomials in P„ (/) such that

b

J W (0 ôm (0 dt -> A (/) (m -> oo)
a

Since

v 0, n

all sequences (gm (£v)), v 0, n are bounded from above. We shall

prove that they are also bounded from below.

Assume that at least one of these sequences, (Qm (Q), 0 ^ r ^ n, is

not bounded from below. Then there exists a subsequence (Qmk (£r)) such

that

6mfc(^r)-»-°0 (k->CO).
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This implies that

b n

Amk J w(t)Qmk(t)dtX KQmk(U
a v= 0

n

W"rQmk(Zr) + I W"vQmk{Q
0

(v*r)

b

^ W"rQmk(tr) + M$w(t)dt
a

and since W" > 0, it would follow that Amk -> — oo (k-^oo) which is

impossible.

Thus, there exists a constant K>0 such that

\Qm(£v)]^K9 v 0, rc m 1,2,...

The rest of the proof, based on Lemma 2, is the same as in Theorem 1.

(ii) In order to simplify the proof of the uniqueness theorem we shall
introduce the concept of the point of contact.

Let / be continuous on [<a, b] and let Q be a polynomial such that
Q (x) /(x) for all x e [a, b\. Any point x0 e [a,b] such that Q (x0) /(x0)
will be called a point of contact.

The proof of the uniqueness theorem is based on two lemmas. The
first lemma states that the number of points of contact of the polynomial
of best one sided approximation tofon [a, b], of degree is ^ \ n] + 1.

The second lemma states that none or at most one of the end points of the
interval [a, b] can be a point of contact, according to wether n is odd or
even, if the number of points of contact is exactly equal to n\ + 1.

Lemma 3. Iff is continuous on [a, b] and P a polynomial of best one sided

approximation to f on [a, b] of degree ^ n, then there exist at least

[i n] + 1 distinct points of contact in [a, b].

Proof The lemma is obviously true if n 0 or n 1. Thus we can
assume that n^2.

We have f(x) — P (x) ^ 0 for all x g [a, b] and the equality sign holds
clearly for at least one x g [a, b]. Assume that there are at most k < [i ri\ + 1

points of contact xx < < xk in [<a, b].
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Let ß>0 be such that 2e < min (xi+1—xi) and let Qe be the
polynomial lgi^k-l

Qe(x) (x-(x1-e))(x-(x1+£))... (x-(xk-e))(x-(xk + s)).

Since < [^n] -f 1 we have k ^ n] and so

deg Qe 2k <; 2 n~] ^ n
Since

lim ß£(x) (x -xj2 (x -xk)2
6^0

uniformly on [a, 6] and

b

j w(x)(x — xx)2 ...(x — xk)2 dx > 0
a

we can choose £>0 such that

b

(2.2) J W(t)QJt)dt > 0
a

n

Let,/ u (xv — £, xv-f £). For x e [a, h]\,/ we have f(x) — P (x) > 0
V=1

and since both functions are continuous on the compact set [a,&]\,/ we

can find a d>0 such that

f(x) - P(x) ^ à

for all x e [a, b]\S.
Let

t] d Imax I 0,001
a ^ x ^ b

We shall show that the polynomial P+fiQe is in P„ (f) and that it approximates

/ from below on [a, b] better than P.

We have clearly deg (P+rjQE) ^ n. On [a, b\c\ ^ we have Qe (x) ^ 0

and consequently

>70,00 ^ 0 èf(x)-P(x).
On [a, b]\J we have

>/ô,00 ^ d g.f(x)-P(x).
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Thus P + rjQe is in P„ (/). On the other hand, from (2.2) follows that
b b

J w (0 P(0 dt< J Vf (0 (P (0 + E (0) ^ •

a a

This however contradicts the hypothesis that P is a polynomial of best one
sided approximation to / on [ß, 6] of degree ^ n. Consequently, we have

k ^ \ n] + 1 and the lemma is proved.

Lemma 4. Suppose that f is continuous on [a, b] and that P is a polynomial
of best one sided approximation to f on [a, b] of degree 5In. Suppose also

that there are exactly [i n] + 1 points of contact on [a, b].

If n is odd, then all [\ n] + 1 points of contact are in the interior of
[a, b]. On the other hand, if n is even, then at least n] points of contact

are in the interior of [a, b].

Proof Assume first that n is odd, n 2/—1 (/^ 2). We have then

n]+ 1 / points of contact a ^ x1 < < xt S b. Suppose that x± a.

For each e>0 such that 2sc min (xi+l— xf) we define QE by

Qe(x) (x - (a + e)) (x - (x2 - £)) (x - (x2 + e))... (x - (x, - e))(x - (x, + £))

We have clearly deg Qe 21— 1 n. Since

lim Qe (x) (x — a) (x — x2)2 (x — Xj)2
£—0

uniformly on [a, b] and
b

J w(x)(x — a)(x— x2)2 ...(x — x^2 dx > 0
a

we can choose e>0 such that
b

J w (0 Qt (0 dt > 0.
a

As in the proof of Lemma 3, we can find rj>0 so small that

>/Qe(*) Sf(x)-P(x)
for all x g [ia, 6]. This shows that is in P„(/'). On the other hand,
we have

b b

I w(t)P(t)dt<J w (0 (P (0 + t]Qc (0) dt
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which is impossible.
If I — 1, the same argument can be used if we define Qe by Qe (x)
x — (a + s).

Using a similar argument we find that b cannot be a point of contact.
Next, assume that n is even, n 21, I ^ 2 and that both a and b

are points of contact. We have then [in]+ 1 /+1 points of contact
a x1<x2<...<xl<xl+1 b. For each e>0 such that 2s <
min(xi+1 — x{) we define QE by

QE(X) (x-(a+£))(x-(x2-£))(x-(x2+£))...
.(x- (xl-s))(x-(xl-{-s))(b~s-x)

We have

deg Qe 2/ n

Since

lim Q£(x) (x—a)(x—x2)2 ...(x—Xi)2 (b—x)
£ -* 0

uniformly on [a, 6] and

b

J w(x)(x — a)(x — x2)2 (x — xt)2 (b — x) dx > 0
a

we can choose £>0 such that

b

I W (0 Qe (0 dt > 0.
a

As in the proof of Lemma 3, we can choose rj> 0 so small that

lQe(x) ^f(x) - P(x)

for all x e [a, b\. This means that P+rjQe is in P„ (/) and as it is easy to
see that P + rjQs approximates /from below on [a, b] better than P, which
is impossible. Thus, a and b cannot be both points of contact and
consequently we have in this case at least n] points of contact in the interior
of [a, b\.

If /= 1, the same argument can be used if we define Qe by

Qe(x) (x-(a+s))(b-
The uniqueness theorem can be stated as follows.
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Theorem 3. Iff is continuous on [a, b] and differentiable on (a, b), then the

polynomial of best one sided approximation to f is unique.

Proof Suppose that Px and P2 are two polynomials of best one sided

approximation to /in P„(/). Then -HP1+P2) Is also a polynomial of best

one sided approximation to / in P„ (/).
Thus, by Lemma 3, there are k >[^ri\ + distinct points x1? xk

in [a, b] such that

(2.3) f(Xi) i(Pt(xd +P2 (*;)), /

Since P7 (xf) ^/(xf) i 1, k, j 1, 2, from (2.3) follows that

(2.4) Pi(x/) /(*;) (*;)

Since /(x) — P7 (x) ^ 0, x g [a, 6], the function /— P7 in view of (2.4)

assumes its minimum value at xx, xk.
Suppose first that k > [\ri\ + 1, i.e. k ^ n] + 2. Then we have at

least [^n] points of contact x2, xk^% in the interior of [a, b\. Since/— Pj
assumes its minimum value at these points and /' — P exists in (a, b), it
follows that

(2.5) P\ (xt.) / (xf) P2 (xf) / 2,

Since

2/c — 2 ^ 2 ([-£ n] + 2) — 2 2 ([^ n\ + 1) ^ n + 1

and since both Pt and P2 are polynomials of degree ^n, from (2.4) and

(2.5) follows that Pt P2.

Next, suppose that k [i n]+ 1 and that n is odd. By Lemma 4 all

[i/l+l points of contact are in the interior of [a, b\. Consequently, we
have

(2.6) P\ (xf) =/'(xf) P2(Xi), i 1

In this case we have 2k 2 ([| «]+1) «+1 conditions and from (2.4)
and (2.6) it follows that P1 P2.

Finally, suppose that k [i «]+1 and that n is even. By Lemma 4, we
have at least [\ n] points of contact in the interior of [a, b] and P[ and P2
have the same values at these points. From this fact and (2.4) follows that
we have at least 2 [| n] + 1 n + 1 conditions and again we conclude that
Pi P2.



3. Polynomials ofbest one sided approximation to differentiable functions.

(i) In this section we shall consider first functions whose n-th derivative is

of constant sign on (a, b) and we shall determine explicitly their polynomials
of best one sided approximation of degree ^ n— 1 corresponding to the

weight function w.

Our proofs are based essentially on a remainder formula for Hermite's
interpolation and on certain quadrature formulas of highest possible degree

of precision.

Remainder Theorem [7]. Let x1 <... <xn be n points in [a, b], m 1,

non negative integers, N m1 +... + mn + n and Hf the polynomial of
degree ^ N—I defined by

Hf\xd=f(k)(x,), k 0,1 i 1,

where / is continuous on [a, b] and /(N) exists on (a, b). Then for every

x g [a, b] there exists a £ such that min (x, xx) < Ç < max (x, x„) and

/(x) - Hf(x) ='
AM

(x-Xi)"11"1*1 ...(x-x„)"

Quadrature formulas [8]. Let (nm) be the sequence of orthogonal
polynomials on [a, b] corresponding to the weight function w.

We shall denote by the sequence of polynomials which are

orthogonal on [a, b] with respect to the weight function

(b —xy(x—a)ß w(x)

(a > — 1, ß > -1). Actually, we need only the polynomials (7i^0'0)),

(nm'0)) and I these polynomials can be expressed easily in terms of (nm).

We have 7rl°'0) 7rm,

'((M>(x) "
1

x —a

rcm+i (*) nm+i(à)

Km O) *m(à)

T(l,0) w
1

x — A

i.hW 1 (t>)

Km (x) nm

and

*!„-? (x)
l

(x — a)(x — b)

nm + i (*) nm+1 ^„+1 W

1.(«)

Tm-1(fl) ^m-1(*>)



— 151 —

If a-1, b1 and w(x) 1, x e [ -1, 1], the polynomial n(*J) is

equal to the Jacobi polynomial P„'ß> except for a constant factor. We have

in particular

py (x) pjx)

p(0,l)t\ Pm+1 W + 00
'W

P£'°\x)

X + 1

Pm + iW - Pm(x)

X - 1

P'J-^x) Pjx)
where Pm is the Legendre polynomial of degree m. On the other hand, if
w (x) (1— x2)-*, xe(—1, 1), the polynomial n(*,ß) is equal to the Jacobi

polynomial P^~i,ß~^ except for a constant factor. We have in particular

p<-= cmTm(x) cos

PL-'-"M c.c-îî<^
cos \ 6

pL>->\» - sin \ 0

sin m6
Pm-Kx) 2cmC/„,_1(x) 2

s m

1 - 3 (2m-1)
where x cos 6 and cm (see [9], p. 60).

2-4... (2m)

The zeros of the polynomials 7i^0'0), n^,i) and n^,0) play an
important role in the construction of quadrature formulas of highest possible
degree of precision.

We have first the well known Gauss quadrature formula:

I. Let xl5 xm be the zeros of Then for every polynomial Q of
degree ^ 2m — 1 we have

b m

(3.1) J w(00(0dt Kö(x,)
a v= 1

where A > 0, v 1, m.



— 152 —

In addition to this we shall need the following quadrature formulas
obtained independently by A. Markov [10] and R. Radau [11]; the first of
these formulas is also attributed to R. Lobatto [12].

II. Let yl9 ym-i be the zeros of Then for any polynomial Q
of degree g 2m — 1 we have

b m-1
(3.2) fw(t)Q (t) dt =B:Q (a) + B%Q(b) £ B? (yv)

a v= 1

where B > 0, v 0, m.

III. Let f j, £m be the zeros of n^A). Then for any polynomial Q
of degree ^ 2m we have

b m

(3.3) J w(î) Q(/)dt C?Q (a) + £ C7 (U
a v — 1

where C > 0, v 0, m.

IV. Let rju t]m be the zeros of Then for any polynomial Q of
degree ^ 2m we have

b m

(3.4) j w (0 Q (0 dtDT ß (ft) + £ D7Q (<?v)

a v= 1

where D > 0, v 0, m.

We shall consider first polynomials of best one sided approximation to
a function whose «-th derivative is non negative.

Theorem 4. Assume that f is continuous on [a, b] and that f(n) (x) ^ 0 for
all x e (a, b).

A. The polynomial P of best approximation to ffrom below on [a, b]

of degree ^ n — 1 is defined as follows :

Ifn 2/, then

(3.5) P(xv) /(xv), Pf (xv) /'(xv), v 1 /

where xl9 xt are the zeros of ir/°'0).

If n 2/+1, then



— 153 —

(3.6) P(«) =/(«), P («=/(«, P'«v) =/'(Év) v l

vv/zere ^ «re r/ze zeros of ftf0'1*.

The polynomial P of best approximation to f from above on [a, b]

of degree ^ n — 1 is defined as follows :

If n 21, then

(3.7) P (a) f(a), P (b) /(b) P 00 /GO
P'(^v) =/(Jv), o l,...,/-l

u'/zere yl5 y^_ j «re ?/ze zero^ of nlbP.

If n 2/+ 1, f/zezz

(3.8) P(b)=/(b), P(rjv) =f(rjv), P' (rjv) / ' (z/v) v 1, J
w/zere z/l9 are the zeros of 7ij(1'0).

Remark. If/(/l) (x) ^ 0 for all x e («, b), then (3.5) and (3.6) define the
polynomial of best approximation to / from above, while (3.7) and (3.8)
define the polynomial of best approximation to / from below.

Proof. A. Assume first that n 21. If P is the polynomial defined by
(3.5) we have clearly deg P ^ 21— 1 n— 1 and by the remainder theorem

f(2l) (0f(x)-P(x) =J-j^f(x-xl)2...(x-xl)2^0

i.e. P(x) ^ f(x), x g [a, b]. Further, from (3.5) and (3.1) follows that

b I

1 w(t)P(t)dt x 4/(*v).
a v 1

On the other hand, for any polynomial Q of degree ^ 2/—1 n— 1

such that Q (x) ^ / (x), x e [«, b] we have

I* '

Sw(t)Q(t)dt gy 4/(xv).
a v 1
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If n 21+1 and P is defined by (3.6), we have deg g 1 and

f(2l+D(P)
f(x)- P(x) (2Ï+1 (x-aè0

i.e. P (x) ^ f(x), x e [a, b]. The rest of the proof is the same as before,
except that we use the quadrature formula (3.3) instead of (3.1).

B. First assume that n 21. The polynomial P defined by (3.7) is of
degree ^ 2/-1 n-1 and

/(*)- p(x)
(2/)!

(*-a)(x-fr)(*-.yi)2 (x-yi-i)2 è 0

.e. P(x) ^ f(x), x e [a, b].From(3.7) and (3.2) follows that

b l-l
J w(t)P(t)dt B'j(a) + X B[f(yv).
a v= 1

On the other hand, for any polynomial Q of degree 2(1— 1)+1 2/—1

« — 1 such that Q (x) ^ / (x), x e [a, b\ we have

b l-l
1 w(0ß(0 dtZ Bl0f(a)+ B'j(b) + X Blf(yv).
a v-1

If n 2/+1 and P is defined by (3.8), we have deg P ^ 21 72— 1 and

f{2l+l)(£)
f(x) - Pix) — —

i) ;
(x-h)^-?/!)2 ^0

i.e. f(x) ^ P (x), x e [a, b]. The remaining part of the proof is the same

as before, except that we use the quadrature formula (3.4) instead of (3.2).

(ii) From the Theorem 4 we obtain immediately the polynomials P*
and P* of best approximation from below and from above to xn on [a, b\,

of degree ^72—1, corresponding to the weight function w:

P*«M
xn — (ni°'°\x))2 if 72 21

xn — (x — a) (Ki0,1\x))2 if n 2/ + 1
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and

xn + (x — a) (b — x)(izi-l\x))2 if n — 21

P*U)
x"+ (b-x)(niU0)(x)f if + 1

Here ni*'ß>is the polynomial nla'ß)normalized so that the coefficient of
is 1.

As another application of the Theorem 4 we shall obtain certain results

about trigonometric polynomials of best one sided approximation.
Let h be a real valued function defined and bounded from below on

[a, b\ ç [ — n,n]. We shall denote by T„ (h) the class of all trigonometric
polynomials

n

4 (x) i ao + X (av cos vx + K sin vx)
v= i

of degree :g n such that q (x) ^ h (x) for all x e [a, b].

A trigonometric polynomial p e Tn (h) is the polynomial of best approximation

from below to h on [a, b] if
b b

§p(t)dt sup \q(t)dt.
a qeTn(h) a

The trigonometric polynomial of best approximation from above is defined

similarly.
We have the following result:

Theorem 5. Let (2.n) be a sequence of real numbers such that

i
(3.9) A„J /" da(<)n 1,2,

0

with a non decreasing a on [0, 1] and

00

(3.10) I^coo.
k= 1

Let h be defined by

00

h(0) X Ak cos kO •

k 1

L'Enseignement mathém., t. XII, fasc. 3. 1 j
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A. The trigonometric polynomial of best approximation to h from
below on [0,7c] of degree ^ n — 1 is the cosine polynomial p defined as

follows :

If n — 21, then

x ,2k —1 2k —1 2k —1 ,2k-I(3-11) P(~*)-»(— "). «)-l.'(^r«).
k l

If n — 21+ 1, t/ze/z

2k —1 2k-1
(3.12) p(n)=h(n), p(re) ft ?r),

2/c — 1
x

2/e — 1
xp'( 71 h' 7l), k 1^ 2/ +1 7

21 + 1
J

B. The trigonometric polynomial of best approximation to h from
above on [0,7t] of degree ^ n— 1 w t/ze cosine polynomial p defined as

follows :

If n 21, then

(3.13) p(0) h(0),

h(^n)>P'(^) k I,.... 1 — 1.

If n 2/+1, r/ze/t

(3.14) p(0)h(0), Ä(ITT^'

p'(7t) fc'( ft), fe 1, ...,/.^ 2/ +1 ' 21 + 1
7

Remark. Since both p and h are even functions, the polynomial p is

the trigonometric polynomial of best one sided approximation to /z also

on the interval [ —7i, n].

Proof For \x\ ^ 1 let /be defined by

f(x) h (arc cos x).
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We have then
00

/(*) I ^Tt(x), for all x e [-1,1]
k= 1

where (Tn) is the sequence of Tchebishev polynomials. The function / is

clearly continuous on [—1, 1].

From the well known expansion

tx — t2
E tkTk(x)

1 — 2 tx + t2 fc=1

which is valid for |jc| < 1, |/| < 1, and the hypotheses (3.9) and (3.10)
follows that for \x\ < 1

J 72dccWZ f(x).
o 1 — ZtX + t k= 1

Differentiating we get
1 tn(l—t)

f(n)(x) n 2n~1 f J-T-rTd(x(t) >0.J W o(l-2tx + t2)n+1 W-
We shall first construct the trigonometric polynomial of best approximation

to h from below.

A. By Theorem 4, A, the polynomial P of best approximation to /
from below on [—1, 1], of degree ^ n— 1, corresponding to the weight
function w (x) (1 — x2)-*, is defined as follows:

If n 21, then

P (**) /(**) > P' (**) /' (**), k 1,..., I

where xt are the zeros of the Tchebishev polynomial Tt i.e. P/

2k — 1
x

If « 2/+1, then

P(-l) /(-l), P«*) /(&)* P'(fk) /'(«, fc 1,...,/
where ^ are the zeros of the Jacobi polynomial P,(

/2fc " 1
x4 cos(2/ - !")» fc



Let p (6) P (cos 6). Then p is clearly a cosine polynomial of degree
n— 1. From

P (x) S h (arc cos x), x e [ — 1, 1]

follows that p (0) ^ h (0), 6 e [0, n] and it is easy to see that the polynomial
p satisfies conditions (3.11) or (3.12) according to whether« is even or odd.

Finally
n +1 s +1

J p (0) d 0 =J (1 — x2)~*P (x) dx sup < J (1 — x2)~* Q (x) dx :

o -1 -1

QsPn-iC/) j
and so

$ p (0) d6sup I \<ycT„.,(/;) j
B. Next we consider the polynomial of best approximation to h from

above. By Theorem 4, B, the polynomial P of best one sided approximation
to /from above on [—1, 1], of degree ^ n— 1, corresponding to the weight
function w (x) (1— x2)~* is defined as follows:

If h 2/, then

Pi-1) =/(-!)> P(i) =/(i), P(yk) =f(yk),
- P'(yk) f (yk),

where yu are the zeros of the Tchebishev polynomial of the second

kind Ut.l9 i.e. Plïf:
{2k

yk cos( — 7i), k 1,...,/-1

If n-21+1, then

P(1) =/( 1), P (if*) /(»/*), i" (if*) /' (»/*), k 1

where rç, are the zeros of the Jacobi polynomial Pli'~i):

t]k cos(——-7t), fc 1

2/ +1 '
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If we define p (9) P (cos 6), then p is the cosine polynomial of degree

^ n — 1 satisfying conditions (3.13) or (3.14) according to whether n is even

or odd. Using the same argument as in part A, we find finally that p is the

polynomial of best trigonometric approximation from above to h on [0, n\.

(iii) Our next theorem deals with polynomials of best one sided approximation

to even functions on [—1, 1]. We shall consider the function /
defined by

f(x)=h(x2)
where h has derivatives of constant sign on (0, 1). We shall assume here
also that the weight function w is even. In that case, as it is well known, the

polynomials (nn), orthogonal on [—1, 1] with respect to w, have symmetric
zeros, i.e. if x0 is a zero of nn then — x0 is also a zero of nn9 and all these

zeros are in the interior of [ — 1, 1].

Theorem 6. Suppose that h is continuous on [0, 1] and that

(3.15) h(CW+1)(0 ^ 0 te(0,1).

Let f be defined on [— 1, 1] by f (x) h (x2).

A. The polynomial P ofbest approximation to ffrom below on[— 1, 1],

of degree ^ n is defined by P (x) Q (x2), where the polynomial Q is

defined as follows :

If n 4r— 1 or n 4r —2, then

(3.16) ß(0 h(tv), Q'(Q fc'(0, v 1, r

where ^tv9 v 1, r are positive zeros of the polynomial

If n 4r or n 4r+l, then

(3.17) Q (0) h (0), Q (O h (tv) Q' (O h' (Q

v 1, r
where >/7v, v 1, r are positive zeros of the polynomial 7c^+}.

B. The polynomial P of best approximation to f from above on
[-1,1 ], o/degree ^ n, is defined by P(x) Q (x2) where the polynomial Q
is defined as follows:

If n — Ar— 1 or n Ar — 2, then
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(3.18) <2(0) h(0),Q(1)h(1),(O h (fv),

Ô'Ov) ft'(0 v 1,..., r — 1

where y/T„, v 1,r—1 are positive zeros of the polynomial nff {.

If n Ar or n4r+l, then

(3.19) 6(1) h(l),6(0 6'(0
v 1, r

where y/tv, v 1, r are positive zeros of the polynomial

Remark. If
/*([*"]+i)(0 ^ 0, re(0,1)

then (3.16) and (3.17) and P (x) g (x2) define the polynomial P of best

approximation from above to /(x) /*(x2), while (3.18), (3.19) and
P (x) g (x2) define the polynomial P of best approximation from below

to /(x) h(x2).

Proof A. Suppose first that n Ar— 1 or n 4r — 2. We have then

[^«] 2r— 1. If g is the polynomial defined by (3.16) we have

deg g ^ 2r— 1 and by the remainder theorem and (3.15)

h{2r) ft)
h(t)-Q(t) =~-^(t-ti)2..ft-tr)2^ 0

(2r)

i.e. Q(t) ^ h (0, / e [0, 1].

Let P(x) g (x2). Then deg P ^ 2 (2r — 1) 2 aî] ^ n and

P(x) Q (x2) ^ h (x2) /(x), x e [ - 1, 1]

Since the weight function w is even, the zeros of n2°r'0) are

Xj -yjt r9 ...,Xr \Jil9^r+l \J 11» • • • 5 ^2r %/ L

and from the definition of g follows that

P(xv) g(*v) fc(xj) =/0Ü> v l,...,2r.
Since deg P ^ 4r—2 ^ 4r-1, from the quadrature formula (3.1) with

m 2r follows that

+ 1 2r

j w(x)P(x)dx Y. A2ff{xv).
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On the other hand, since

n ^ 2 n] -f 1 4r — 1,

for any polynomial R of degree ^n such that R(x) ;g/(x), ie[-l, 1],

we have
+ 1 2r

j w(x)R(x)dxS X ^.27W •

-1 v — 1

This proves the first part of the statement A.

If n 4r or n 4r +1, then «] 2r. If ß is the polynomial defined

by (3.17), we have deg Q ^ 2r and by the remainder theorem and (3.15)

h(2r+1\t)
MO -0(0 ^ 0

(2r +1)

i.e. Q(t) <L h (t% t g [0, 1].

Let P (x) ß (x2). Then deg P ^ 4r 2 n] ^ /z and as before

P(x) ^/(x), x g[ — 1, 1]

The zeros of n^+l are

Xi \] t r, ...,Xr >/^l ?-*'r+1 ^?*^r + 2 >/^1 • • • ?-^2r+1 := >/^r

I
and as in the preceding case it follows thatP (xv) /(xv), v 1, 2r+1.

I Since deg P ^ 4r ^ 2 (2r+1) — 1, using the quadrature formula (3.1) with
m 2r +1 we find that

+1 2r+1
J w(t)P(t)dt £

{ -1 V=1

j On the other hand, for any polynomial R of degree ^ n such that
R (x) ^ /(x), x g [— 1, 1], we have

+ 1 2r+1
1 w (t) R (t)dt^£ Alr+1f(xv).
-1 v — 1

This proves the second part of the statement A.

B. Consider first the case n 4r— 1 or n 4r—2. We have then
[^«] 2r—1. If Q is the polynomial defined by (3.18) we have deg Q
S2r—l and by the remainder theorem and (3.15)



h(2r)M
h(t) - Q (0 ——tit-Vit-tJ2 ^ 0

i.e. Q (t) ^ h (/), / e [0, 1].

Let P(x) Q (x2). Then deg P ^ 2 (2r- 1) 2 [i n] ^ n and
P (*) ^/(x), x e [—1, 1]. Since the weight function is even, the zeros of
n{2r~\ are

3T trf •'"> y r- 1 — ~ \j 11, fr 0, fr+ 1 V ' • •*'3;2r- 1 \J K •

It follows that

P(-l) =/(-!), P(l) =/(l), P(3Ü /0>v),

v 1, 2r — 1

Since degP ^ 4r —2 ^ 4r—1, using the quadrature formula (3.2) with
m 2r we get

J w(t)P(t)dtßo7(-i) + BÏrf(l) +£
-1 v= 1

On the other hand, since n ^ 2 [^ «] +1 4r — 1, for any polynomial
of degree ^ « such that R(x) ^ /(x), x g [ — 1, 1], we have

+ 1 2 r — 1

J w(t)R(t)dt ^ Bïf(-l) +BÏrf(l)+ X BÎ700-
- 1 v= 1

This proves the first part of the statement B.

Finally, if n 4r or n 4r-f 1, then n] 2r. If Q is the polynomial
defined by (3.19), we have deg Q ^ 2r and by the remainder theorem and

(3.15)

h(2r+1)<Y)
h(t)-0(0 -————--(t-i)(f-r,)2 ..g0

(2r +1)

i.e. Q(t)7ï h(t), t e [0, 1],

Let P (x) Q (x2). Then deg P^ 42[£ ^ and P (x) ^ / (x),

*e[-l,l]. If yu„, y2r are zeros of zr^r'1} we have

3T =: \/ • • • 5 3^r ==: \/ ^1 > 3^r + 1 \/ ^1 » • • • » 3;2r \/L



— 163 —

and so

p(-i) /(-i), P(i)=/(i), pw =/w.
V 1, 2r

Since deg P ^ 4r^ 4r+1 =2 (2r +1) - 1, using quadrature formula (3.2)

with m 2r +1 we get

j W(t)p(t)dt }/(-D + + i B2/+'f(yv).

On the other hand, since n ^ 2 [i«]+l 4r+l 2(2r+l) — 1, for

any polynomial R of degree ^n such that R(x) ^ f(x), xe[-l, 1], we

have

J w (0 ß (0 dt ^ Blr+ 7( -1) + B^ 1/(1) + £ B '/(v,,).
-1 v= 1

This proves the second part of the statement B.

(iv) Finally we shall mention explicitly a special case of the preceding
theorem, corresponding to the function h (t) ^/7. We shall assume again
that the weight function w is even.

Observing that h(2m) (t) < 0and/*(2m_1) (0> 0, t e (0,1), and taking into
account the remark following Theorem 6, we obtain immediately the

following results:

A. The polynomial P of best approximation to f(pc) — \x\ from below

on [—1, 1] is defined by P (x) Q (x2), where the polynomial Q is defined
as follows:

If n 4r—l or n 4r — 2, then

ô(o) o, ô(i) 1, Q(o yïv, ö'(o=t4-,
V

v l, ...,r-l
where yj7V, v 1, r—1 are positive zeros of 7r^r-i•

If n 4r or n 4r +1, then

0(0) 0, <2(fv)=Vïv, Ô'(/)=T^, v 1, r

where %/7v, v 1, r are positive zeros of n^+l-
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B. The polynomial P of best approximation to f(x) \x\ from above

on [— 1, 1] of degree is defined by P (x) Q (.x2), where the polynomial
Q is defined as follows:

If n 4r — 1 or n 4r — 2, then

Q(O Ô'Ov) v • ••>>"

where ^/7V, v 1, r are positive zeros of n20r,0).

If n 4r or n 4r + 1, then

0(1) 1. Ô(U Q' (U v 1, r

where ^rv? v 1, r are positive zeros of n{2r'l).
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