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YANGIANS AND R-MATRICES

by Vyjayanthi CHARI and Andrew PRESSLEY

0. INTRODUCTION

Quantum groups arose as the natural language in which to formulate
certain techniques which had been developed to construct and solve integrable
quantum systems (see [6]). The most important examples are quantum
Kac-Moody algebras and Yangians. Representations of both types of quantum
groups are closely related to solutions of the quantum Yang-Baxter equation
(QYBE). In particular, finite-dimensional irreducible representations of
Yangians give rational solutions of the QYBE. In this paper we shall give a
complete and elementary description of all the irreducible finite-dimensional
representations of the Yangian associated to §[,. The importance of this
example is analogous to that of &, itself, whose representation theory is the
foundation for that of an arbitrary semi-simple Lie algebra.

A quantum group is a deformation of the universal enveloping algebra
U(g) of a Lie algebra g in the category of (not necessarily co-commutative)
Hopf algebras. More precisely, let C[[/]] be the algebra of power series in an
indeterminate /; we shall have occasion to use the grading on C[[#]] obtained
by setting deg 2 = 1. Then, a quantum group is a Hopf algebra A over C[[/]]
such that one has an isomorphism of Hopf algebras

(0.1) A/hA = U(g) .

Further, A4 is required to be complete and topologically free as a C[[4]]-module
(the latter condition means that 4/h"A4 is a free C[[A]]/(h")-module for all
n > 1). We shall sometimes refer to 4 as a quantization of U(g). One thinks
of A as a ‘““quantum’’ object and interprets the isomorphism (0.1) as meaning
that U(g) is obtained from A by taking the ‘‘classical limit # — 07’.

Let AtA—>A®A be the co-multiplication map of A4,0:4 ® A
= A & A the switch of the two factors, and set A’ = 6A. For any x e U(g),
choose a € A such that @ = x(mod /). Then

A(a) — N'(a)
h

(mod h)
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is a well-defined element &(x) € U(q) ® U(g). The map &: U(g) — U(g)
® U(g) is determined by its restriction to g , which maps g into ¢ ® g, by
the formula

d(ab) = S(a)A(b) + A(a)d(D) .

Moreover, 6 is a 1-cocycle on g with values in ¢ ® g, and the dual map
&*: g* ® g* = g* gives g* the structure of a Lie algebra. An important
special case is that in which 8 is a 1-coboundary, which means that, for some
reg® g we have

S3(xX)=x®1+1QRx,7]
for all x € g. The dual of this map & defines a Lie bracket on g* if and only if

(0.2) r2+rlleg®aq
and
(0.3) <rr>=[r2, B+, B+ r?leg®g®g

are g-invariant. Here, 7’2 = r @ 1 € U(g) ® U(g) ® U(g) etc. In particular,
equations (0.2) and (0.3) are satisfied if r is skew and satisfies the classical
Yang-Baxter equation (CYBE)

<r,r>=20.

Yangians arise from the case g =a [f], where a is a finite-dimensional
complex simple Lie algebra and ¢ an indeterminate. Note that setting deg? = 1
makes U(g) a graded Hopf algebra. Then, r becomes a function of two
variables t,, , with coefficients in a & a ; the skewness condition is now

(0.4) ri2(ty —t6) + r*' (i, —-t) =0,
and the CYBE becomes

(0.5) [F12(t — &), rB(t — 5)] + [r2(t = 6), r® (6 — )]
+ [rB3(t —63),r2 (- 1)) = 0.

The simplest solution of equations (0.4) and (0.5) is

(0.6) 1) = o

where

(0.7) Q=) (Lh®h),
A
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and {7} is an orthonormal basis of a with respect to a fixed a -invariant
bilinear form on a . According to Drinfel’d [4], there is, up to isomorphism,
a unique quantization A of U(a[r]) such that:

(1) A is a graded C[[A#]]-algebra and (0.1) is an isomorphism of graded
algebras;
2) 8§(x)=[x®1+1®x,r] for xe alt], where r is given by (0.6).

(43

The algebra A is generated by elements x, J(x) for xeg, whose ‘‘classical
limits’’ are the generators x, xt of a [¢] (see Definition 1.1 for a precise descrip-
tion of A). The defining relations of A only involve polynomials in 4, and
hence it makes sense to specialize to a particular value of /. The resulting Hopf
algebra A, over C is easily seen to be independent of 4, up to isomorphism,
as long as h # 0; setting # = 1 gives the Yangian Y(a). (More precisely,
Y(a) = A'/(h — 1)A’, where A’ is the algebraic direct sum of the homogeneous
components of A4.)

For the Lie algebra a[f], one has the evaluation homomorphisms
g..alt] — a for any a € C. Pulling back a representation of a by such a map
gives a so-called ‘‘evaluation representation’’ of a[z], and it is known [1], [2]
that every finite-dimensional irreducible representation of a[#] is 1somorphic
to a tensor product of evaluation representations. When a = 8[,, the evalua-
tion homomorphisms admit ‘‘quantizations’’ g,: Y(81,) = U(8[,) such that

g.(x) =x, g(JX)=ax.

Evaluation representations of Y(8[,) can now be defined just as for §[,[7].
One of the main results of this paper is:

THEOREM. Every finite-dimensional irreducible representation of
Y(81,) is isomorphic to a tensor product of evaluation representations.

The representation theory of Y(a) is closely related to the quantum Yang-
Baxter equation (QYBE):
(0.8) RZ(t — Lb)RB(t; — 5)R3(t, — 1)
= R¥(L—6)REB(t, — )Rt — 1) .
Here, the function R(7) is usually understood to take values in End (V' ® V)
for some finite-dimensional vector space V, although it makes sense when R

takes values in B ® B for any associative algebra B. In view of equation (0.6),
it is natural to look for solutions of the form

(0.9) R =1+t (o(h) @ p(F) + ¥ Rt
k=2
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for some representation p of 81, on ¥ and some R, € End(V® V). If pis an
extension of p to Y(a) and R € Y(a) ® Y(a) satisfies equation (0.8), then
R = (p®p) (R) will be a solution of the QYBE with values in End (V® V).
Drinfel’d proved [4] that there exists an essentially unique ‘‘universal
R-matrix’’ R, that the resulting matrix-valued solutions R(?) are rational, and
that every rational solution of the QYBE of the form (0.9) arises in this way.

Unfortunately, the universal R-matrix for Y(a) is not known explicitly, so
in section 5 we shall give an alternative construction of rational solutions of
the QYBE, which relates them to intertwining operators between tensor
products of certain representations of Y(a). Although this is presumably well-
known, it does not seem to have appeared in print before. We use this
technique to write down explicitly the solutions of the QYBE associated to all
the finite-dimensional irreducible representations of Y(8l,). These solutions
were first written down by Kulish, Reshetikhin and Sklyanin [9], but without
proof (according to these authors ‘‘the proof..; is lengthy’’). We obtain the
R-matrices with minimal computation, and the fact they satisfy the QYBE is
a consequence of general results.

The relation between R-matrices and Yangians can be inverted. Let R(?)
be a rational solution of the QYBE arising from an irreducible representation
of Y(a) on C”. To this one associates a Hopf algebra Y generated by
elements {¢{}, 1 < i, j<n, k=1,2,... Let T(s) be the matrix

T(s); = &;; + Z ) s
Then, the relations are

(T(t)®id) (id@ T() R —s) =R —s) ((d® T(s)) (TN ®id) ,

and the co-multiplication map is given by

A(T(S)ij) = ; T(S)ik @ T(S)g; -
Then, Y(a) is a quotient of Y by an ideal generated by certain group-like
elements of the centre of Yx (called ‘‘quantum determinants’’). This
approach to Yangians appears implicitly in the early work on quantum inverse
scattering theory (see [6] for an excellent survey) and also explicitly in more
recent work (see, for example, Kirillov and Reshetikhin [7]).

We conclude this introduction with some remarks on the literature. There
is a classification of the finite-dimensional irreducible representations of
Yangians analogous to that for complex semisimple Lie algebras; this will be
described in section 2 and used to obtain our main theorem, which provides
a concrete model for the representations. The classification was first obtained
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by Tarasov [12], [13], for the case of Y(8l,), using ideas of Korepin [8], and
was extended by Drinfel’d [5] to the general case. The evaluation represen-
tations and their tensor products appeared implicitly in the work of Kulish,
Reshetikhin and Sklyanin [9] mentioned above, but they did not prove that
all finite-dimensional irreducible representations are of this form. Our
determination of the precise conditions under which such tensor products are
irreducible is also new.

One of the difficulties of this subject is the unfamiliarity of the language
in which many of the fundamental papers are written, which is that of quantum
inverse scattering theory and exactly solvable models in statistical mechanics.
We have tried in our presentation to express the results in more conventional
mathematical language. In fact, all that is required is some familiarity with
the basic techniques of Lie theory.

1. YANGIANS

We begin with the definition of the Yangian taken from [4]. Let {I;} be
an orthonormal basis of §l, with respect to some invariant inner product
(,); for example, using the trace form

(x, ») = trace(xy) ,

, XT+x" IixtT—-x") h
one can take the basis -, — , —:} , where {x*,x~, h}

1s the usual basis:

[, x*] = x2x* |, [x*,x ]=~h.

Definition 1.1. The Yangian Y = Y(81,) associated to 31, is the Hopf
algebra over C generated (as an associative algebra) by 81, and elements J(x)
for x € ¢1, with relations

() [, JO] = J(x, ¥, Jlax+ by) = aJ(x) + bJ(y), a, beC,

2) [/(x), J([y, z])] + cyclic permutations of x, y, z
= ([X; ]}»] ) [[y: ]u] ’ [Z: [\]]) {IX, ],us [V} s
(3) (70, JO1, [z, JWIT + [[J(2), JW)], [x, JO)]]

= ((Ix, L1, [, L, [lz w1, LD + (Iz, L1, [[w, L], [Ix, Y1, LID) {L, 1y, L},
where repeated indices are summed over and

{anxz,x3} = Z Xr()Xr@)Xr@3) »

bis
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the sum being over all permutations 7 of {1, 2, 3}. The co-multiplication map
of Y is given by

4) A =x®@1+1®x,
AUX) =T ®1+1® Jx) + —;— [x®1,Q,

where Q is as defined in equation (0.7).
Remarks.

1. Relation (2) is actually a consequence of the other relations. We have kept
it because relations (1), (2) and (3) are the defining relations of the Yangian
assoclated to an arbitrary finite-dimensional Lie algebra g, and in the general
case (2) is not redundant.

2. Therelations depend on the choice of inner product ( , ) but, up to isomor-
phism, the Hopf algebra Y does not.

There is another realization of Y due to Drinfel’d [5, Theorem 1] which
we shall need in the discussion of highest weight representations of Y in the
next section.

THEOREM 1.2. Y isisomorphic to the associative algebra over C with
generators x, ,x. ,h, for k=0,1,... and relations

(1) [Aes k] =0, [ho,xi]=%2x;, I[x/,x,71=hesr;
) [irr,xi] = [, x50 ] = & (x| + X[ hy)
B) v X 1= I, xi] =+ (x| +x7x0) .

The isomorphism & between the two realizations of Y is given by
O(h) = ho, O(x*) =xq ,

1
d»(J(H) = hy + 5 (xgxg +x9 x5 —hY),

+ 1 + +
o(J(x*)) = x; — " (xg h+ hxy) .

One of the difficulties which arises in using this realization of Y is that no
explicit formula for the co-multiplication map A on the generators A, x; is
known. However, the following formulas follow easily from the formulae in
Definition 1.1 and Proposition 1.2:

Ahg) =hy® 1+ 1K hy,
AB) =h @1+ hQh +1Q h —2x, ® x,
Axg)=x, 1 +1®xg,
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(1.3) A(xf)zxf®1+1®x1++ho®x5
Axg) =X, 1 + 1 &® x4 ,
A7 )=x;, ® 1 +1®@x; +x, ® ho.

As an application of these formulas we shall prove the following useful result.

PROPOSITION 1.4. The assignment x; — Xg ,Xg > X, he> W, keZ,,
extends to an anti-homomorphism ®:Y — Y.  Moreover, the following
diagram is commutative:

.
Y - Y®Y
o | | 0®o
Y - Y®Y

A

Proof. The fact that o extends to an anti-homomorphism of Y follows
almost immediately from the relations in Theorem 1.2. To prove that the
diagram is commutative, it is enough to check that Aw and (®w ® w)A’ agree
on a set of generators of Y. From the relations in (1.2) and the form of the
isomorphism ¢, it is clear that Y is generated by A, x, and x| . For Ay, x§
the verification is trivial. From equations (1.3) we have

Aoy ) = Ax))
=x  ®1+1Q@x + h® x; .
On the other hand,
(@Q0A (X, ) =(0R0) (x; ®L+1RQx +hRx;)
=X @1 +1Q®x) +h®x; .

The proof for x; is similar.

Definition 1.5. Let H (resp. N*) denote the subalgebra of Y generated
by the Ay (resp. x; ) for keZ, .

We shall now give a more precise description of the co-multiplication map.

PROPOSITION 1.6. The co-multiplication map A of Y satisfies:

(1) Ah) =h @1+ h 1 Q@ hy + he 2 ® by
+ o+ hy @ A + 1 QR ke modulo Ep>OY® Yx; + Yx;@Y;
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2) A(xk*):x,:’®1+ho®x;_1+h1®x;_2
o+ ®xf +1®x; modulo ), Yx, ® Yx x| ;

p.qg,rz0
3) Ax,)=x, 1 +x,_ @ hy+x,_,Kn
+ -+ xy @ M-y +1 & x, modulo Zp,q’rZOYxp_x; ®x,+.

For the proof, we shall need

LEMMA 1.7. For all k,leZ., we have x;heHN* and
h[Xk—EN—H.

Proof. We prove the first formula by induction on /; the second follows
from the first by Proposition 1.4. If / = 0, then by (1.2) (1),

Xg hy = hox) — 2x;
which is in HN™*. Next, by (1.2) (2),
rsrsxi 1= [h,x ]+ luxl + x0 hy
=, Fx)+ el —xi )h.
Hence,
Xghior = hoix) — hiGefo +x0) + O —xO)

which belongs to AN * by the induction hypothesis.

Proof of Proposition 1.6. It is enough to prove formula (2). For (3)
follows from (2) by Proposition 1.4. Also,

Alhe) = Allxy . xo 1)
= [ACcy ), xg ®1+1®xq ]

1

k—
=@l + M Qhy+ - +1 Q@M —2 ) X7 ®x;_ .,

0

modulo Y, [Yx, ® Yx x ,x @1 +1®x"].

p,q,rz0

To prove (1), it therefore suffices to prove that x; x!x; € ), $30 Yx. . Since
+ o+t - L+ + L+ Lt

Xg X, Xg =X, b+ X, X5 X, ,

this follows from Lemma (1.7).

- 1
To prove (2), define A, = h; — Ehé Then:
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(1.8) Ah)=h @1 +1® h —2x, ® x4 ,
(1.9) [1’%1,x;] = Py eq s
(1.10) A, x7] = — 2x0,,-

In fact, (1.8) follows from (1.3) and (1.9) is proved by induction on k, using
the relation

hy, xi 1 — [ho, X501 = hox; + Xz ho s

1 2 + .
the right-hand side of which is [5 ha,xk'] . Finally, (1.10) follows from

(1.9) and (1.4).
The proof of (2) now proceeds by induction on k. The result is known for
k = 0 and 1. For the inductive step, we use (1.8) to obtain

2A(x7, ) = A[hy, X7 1)
=M@l +1Q®h —2x; x¢,x{ 1 +1Qx;

k-1

+ Y B®x; . ,+R],

i=0

where the remainder term Re ), Yx, ® Yx,x/ . Hence, using (1.9),

p,q,r=0

k
A(xl::—l) :xk++1 ®1+1 ®le+1 + Z hi@x;—i+ R’
=0

1

where

1 - ~ .
R’:E[h1®1+1®h1—2x0‘®x0‘,R]-x(;@[X&LaX/:]

k-1
- Z (hixy ®[xg’xlj—i—1] + 2x; ®xo+xk+—i—1) .
i=0

It suffices to check that the first term belongs to ij ars0 Y%, & Yx, x|,
and this follows easily from (1.9) and (1.10). This completes the proof.

Finally, we shall need the following analogue of the easy half of the
Poincaré-Birkhoff-Witt theorem.

PROPOSITION 1.11. Y=N-_H.N+.

Proof. The proof is the same as for Lie algebras. Choose any total
ordering < on the generating set {x; , A}z, such that x; < & <x} for

m
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all k,,meZ,.1f u = uju,...u, is any monomial in the generators of degree
n, define its index

ind(u) = ), &;

i<j
where

{O if  u <uy
Eij = :
1 if U < u;.

Using Lemma 1.7, each monomial can be written as a sum of monomials
of smaller degree, or smaller index, and hence, by an obvious induction, as
a sum of monomials of index zero.

2. HIGHEST WEIGHT REPRESENTATIONS

By analogy with the definition of highest weight representations of semi-
simple Lie algebras, one makes the following

Definition 2.1. A representation V of the Yangian Y is said to be highest
weight if there is a vector Q € V such that V' = YQ and

X;Q:O, th‘—‘de, k:O,l,...

for some sequence of complex numbers d = (dy, d;, ...). In this case, Q is
called a highest weight vector of V and d its highest weight.

Remark. It follows immediately from Definition 1.1 that the assignment
x —x for x € §[, extends to a homomorphism of algebras 1: U(8[,) = Y. By
Proposition 2.5 below, 1 is injective. Thus, any representation of Y can be
restricted to give a representation of 8[,. In particular, we can speak of
weights relative to §[, as well as relative to Y. It will always be clear from
the context which type of weight is intended.

As in the case of semi-simple Lie algebras, there is a universal highest
weight representation of Y of any given highest weight:

Definition 2.2. Let d = (dy,d;,...) be any sequence of complex
numbers. The Verma representation M(d) is the quotient of Y by the left ideal
generated by {x;, hx — di* 1}iez, -

PROPOSITION 2.3. The Verma representation M(d) is a highest weight
representation with highest weight d, and every such representation is
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isomorphic to a quotient of M(d). Moreover, M() has a unique
irreducible quotient V(d).

Proof. Only the last statement requires proof. We consider M(d)
as a representation of ¢[,. By Proposition 1.11, the d,-weight space
{veM(d): hy.v = dyv} is one-dimensional, and spanned by the highest
weight vector 1eM(d). Thus, if M, and M, are two proper subrepre-
sentations of M(d), then M, + M, is also proper. It follows that M(d) has a
unique maximal proper subrepresentation.

The question of which highest weight representations are finite-dimensional
was answered by Drinfel’d in [5, Theorem 2]. His result may be stated as
follows.

THEOREM 2.4. (a) Every irreducible finite-dimensional representation of
Y is highest weight.

(b) The irreducible highest weight representation V(d) of Y is finite-
dimensional if and only if there exists a monic polynomial P e Clu] such that

in the sense that the right-hand side is the Laurent expansion of the left-hand
side about u = o,

To construct examples of highest weight representations of Y, we need the
following result, which is an immediate consequence of the defining
relations (1.1).

PROPOSITION 2.5. (a) The assignment xw—x, J(x)— 0 extends to a
homomorphism of algebras g,: Y — U(8],).

(b) For any aeC, the assignment xx, J(x)— J(x) + ax extends to an
automorphism 1, of Y.

By part (a), if V' is a representation of 8(,, one can pull it back by g, to
give a representation ¥ of Y. Pulling back this representation by 1, then gives
a one-parameter family of representations V(a) of Y. Note that V(a) is an
irreducible representation of Y because ¢, is surjective.

Let W, be the (m + 1)-dimensional irreducible representation of

8l,,m € Z, . Then, W,(a) has a basis {e, ..., e,} on which the action of Y
is given by:

xt.e=(0+1Des, x .e=m—i+ 1)e_,, h.e,= (2i—m)e; ,
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the action of J(&) (resp. J(x*)) being a times that of 4 (resp. x*). To make
contact with the theory of highest weight representations, we need:

PROPOSITION 2.6. The action of the generators hy,x; on Wy,(a) is
given by:

1 1) %
(1) X;.e,': (a—£m+i+£) i+ De;

1 1\ *
(2) x, .e = (a—£m+i~£) m—i+1De_;;

3) e = Lt i= 2 im—it1
(3) k-ei—{(a~£m+l—£) im—i+1)

— —1m+i+1 k(’+1)(m~') ;
(a 5 2) l z}e,.

Proof. 1t is straightforward to check, using the relations (1)-(3) in
Theorem 1.2, that these formulas do define a representation of Y. It therefore
suffices to check that they also give the correct action of the generators
h, J(h), x*,J(x*). This is another straightforward computation, using the
isomorphism ¢ in (1.2).

COROLLARY 2.7. (a) W,(a) is a highest weight representation with
highest weight d = (dy, d,,...) given by

1 1) %
de=mla+-—-m——| .
2 2
(b) The monic polynomial P associated to W, (a) is given by

1 1 1 3 1 |
Puy={u—a+-m--— u—a+-m—-=\}...fu—a——-m+-1| .
2 2 2 2 2 2

Proof. (a) It is clear that e, is a highest weight vector for W,,(a) relative
to Y. The eigenvalues of the 4, on e, are as stated.

(b) By Theorem 2.4(b), the polynomial P is determined by

Pu+1)
Pu)

1+ Y, m a+1 2
_ —m——| u-%-
=0 2 2
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1 1
Uu—a+-m+-
2 P

1 1
u—a—-m+—
2 2

The stated P clearly satisfies this equation.

In section 4 we shall need to consider the duals of the evaluation representa-
tions W,,(a). If V is any finite-dimensional representation of Y, its dual V*
is naturally a representation of Y°7, the vector space Y with the opposite
multiplication:

x.y(inYor)y=y.x(inY).

Moreover, Y°? is a Hopf algebra with the same co-multiplication as Y.

PROPOSITION 2.8. There is an isomorphism of Hopf algebras
0:Y— Yor such that

0x) = —x, 08(J(®) =JX
for all x e 8l,.

Proof. It is sufficient to prove that the assignment x — — x, J(x) = J(x)
extends to a homomorphism of Hopf algebras Y — Y°7. The relations in Y7
are obtained by inserting a minus sign on the right-hand side of relations (1)
and (3) in (1.1). The result is now clear.

Remark. The anti-homomorphism 6: Y — Y is closely related to the
antipode S of Y, which is given by

1
Sx)=—-x, S(UX)=-Jx + Zcx,

where c is the eigenvalue of the Casimir operator in the adjoint representation
of 81, (which depends of course on the choice of inner product (, ) on 81,).

Thus, if Vis a finite-dimensional representation of Y, then V* is a represen-
tation of Y with action

0. ) W) = f6).v),

for yeY,veV and f e V*. Moreover, the fact that © preserves the co-
multiplication implies that (V; Q V,)* = VT () VZ for any two representa-
tions V[, V2 of Y.
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COROLLARY 2.9. As representations of Y, we have

Wa)* = Wyu(—a) .
Proof. On W,(a), J(x) acts as ax. Therefore, on W, (a)*, J(x) acts as
— ax.

The following is a related result.

PROPOSITION 2.10. Every evaluation representation W,,(a) has a non-
degenerate invariant symmetric bilinear form.

This means that there is a non-degenerate symmetric bilinear form < , >
on W, (a) such that

(2.11) <YP.U,0> = <U,0(().0,>
for all ye Y, vy, v,€ W, (a).

Proof. 1t is well-known that the representation W,, of 81, carries a form
< , > which satisfies (2.11) for all y € /,. Moreover, the form is unique up
to a scalar multiple because W,, is irreducible. To prove (2.11) in general, it
suffices to check the case y = x, , since the case y = x, then follows because
< , > is symmetric, and w(x,) = x, . Since vectors of different weights
are orthogonal, it is therefore enough to prove.

(2.12) <Xp ., e > = <€, Xp .l >

(with the understanding that e; = 0 unless 0 < i < n). This follows easily from
Proposition 2.6 and the invariance of < , > under §[,.

3. A COMBINATORIAL INTERLUDE

The form of the polynomial P associated to the representation W, (a) in
Corollary 2.7(b) suggests the following definition.

Definition 3.1. A non-empty finite set of complex numbers is said to be
a string if it is of the form {a, a + 1, ..., a + n} for some a € C and some n € N.

. n . .
The centre of the string is a + 5 and its length is n + 1.

We shall also need:

Definition 3.2. Two strings S; and S, are said to be non-interacting if
either
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(1) S, u S, is not a string, or
2) SicSorsScs.

Remark. We shall discuss the ‘‘interactions’’ of strings in section 4.

We should like to assert that the set of roots of an arbitrary polynomial
is a union of non-interacting strings. To make this precise, we need one last
definition.

Definition 3.3. A set with multiplicities is a map f:X — N, where X is
a set. If X is a finite set, the cardinality of f is

[ fl=Y f& .

xeXl

The union of two sets with multiplicities is the sum of the corresponding maps.

Note that any set is a set with multiplicities, all values of the map being equal
to one. Also, the roots of a polynomial P € C[u] form a set with multiplicities
in a natural way. In particular, the roots of the polynomial associated to
W,.(a) in Corollary 2.7 (b) form a single string

1 1 1 1
Sp@=4a—-—-m+—-,...,a+-m——
2 2 2 2

with centre ¢ and length m.
We shall need the following simple result whose verification we leave to
the reader.

LEMMA 3.4. Two strings S, (a) and S,(b) are non-interacting if and
only if it is not true that

1 1 1
a—-b|=-(m+n ,-(m+n —-1,..., or —|m—-nl| +1.
[a=b = (m+m) .o m+ ) S m=n|

The result we want is:

PROPOSITION 3.5.  Any finite set of complex numbers with multiplicities

can be written uniquely as a union of strings, any two of which are non-
Interacting.

Proof. Let f:XL — N be a finite set of complex numbers with

multiplicities. The proof is by induction on| f|. If| f | = 0 or 1 there is nothing
to prove.
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Choose s e X, let S be the maximal string of numbers in ¥ which contains
s, and let g be the characteristic function of S. By induction, f — g is a union
of non-interacting strings. If 7 is any such string, then S and 7 are non-
interacting, since if 77¢ S then S u T cannot be a string, by maximality
of S. Thus, adjoining S to the string decomposition of f — g gives the desired
decomposition of f.

As for uniqueness, we first show that the string S above must occur in
any decomposition of f as a union of non-interacting strings. For, otherwise,
let 7 be a maximal string in such a decomposition which contains s. Then T
is properly contained in S, so there exists €S — T such that T u {u} is a
string. Let U be a string in the given decomposition of f which contains u.
Then, by its maximality, 7 cannot be contained in U, so 7 and U are
interacting, a contradiction.

Thus, S must occur in any two decompositions of f as a union of non-
interacting strings. Deleting S from both decompositions and using the
induction hypothesis, one deduces that the two decompositions are the same.

We conclude this section with the computation of a determinant which plays
the same role for Yangians as the Vandermonde determinant plays in the
classification of integrable representations of affine Lie algebras [1].

Let r be a positive integer and let b;, m;, 1 < j < r, be complex numbers.
Quantities dy ;, Ay ; for 1 <j<r, 0 <k <r— 1, are defined inductively by
the following formulas:

Ak,j = bjk + bj/-{‘ldo’j Sl o dk—l,j
0

(3.6)

Il

dk:j = mj+1Ak,j+1 + dk,j+l s dk,r

(we set dy ,+1=0). Let A be the matrix (A, ;) withl </ <r0<k<<r—1.

PROPOSITION 3.7. detA = [[,_, .. (b — b —my).

Remark. One can think of det A as a ‘‘quantum Vandermonde determi-
nant”’’. Indeed, recall that Y is obtained from a deformation of U(81,[¢]) by
setting the deformation parameter # equal to one. If we had not set 7 = 1,
then in equation (3.6) di,; would be replaced by hd, ; and in equation (3.7)
m; would be replaced by hm;. Thus, in the ‘“‘classical limit” 4 — 0, detA
becomes the usual Vandermonde determinant and (3.7) its well-known
factorization.

Our proof of (3.7) is rather indirect and will be given in the next section.
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4. CLASSIFICATION

To construct further examples of finite-dimensional representations of Y,
we consider tensor products of the evaluation representations W, (a). In
general, if W, and W, are two representations of Y, the action of Y on the
tensor product is given by

x. (Wi ®@wy) = Ax) (W, ® wy) ,

the action of the right-hand side being that of Y&® Y on W, ® W,. More
generally, an r-fold tensor product W, ® --- ® W, is defined using the
homomorphism A@: Y= Y ® -+ ® Y given by

r

AN = (ARIAR - QId)AU-D | AR = A,
Note that, since A is co-associative, an equivalent inductive definition is:

XW@wW,® - @w) =A0) (Wm@W® - ®w)) .

Our first main result can now be stated as follows.

THEOREM 4.1. A tensor product & Wy.(a;) is an irreducible repre-

=1
sentation of Y if and only if the strings S,.(a;) are in general position.
The proof is in several steps. We begin by analyzing the tensor product

W.(a) @ W,(b) of two evaluation representations. Recall that, as representa-
tions of [, we have

Wm(a) X Wn(b) EWnsn @ Whinos @D VV}m—nl .

We shall refer to the copy of W, ., inside W, (a) ® W,(b) as its highest
component.

The following result proves Theorem 4.1 in the case r = 2.

PROPOSITION 4.2. (a) The tensor product W, (a)® W,(b) has a
proper Y-subrepresentation not containing the highest component if and
only if

1
a—bzi(m+n)—p+1

Jor some 0 < p < min{m, n}.
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(b) The highest component generates a proper Y-subrepresentation of
W@y ® W,(b) if and only if

1
b—a=—2—(m+n)——p+1

for some 0 < p < min{m, n}.

We need two preliminary lemmas. Let Q, denote a highest weight vector
(for ¢l,) in the component W, ,,_,, of W, (a) ® W,(b).

1
LEMMA 4.3. If a—bzi(m+n)—p+1 for some 0 < p < min{m, n},

then
J(h).Q, espan{Q,} ;
J(x*).Q,=0;
J(x7).Q,espan{Q, ., x.Q,}.
Proof. The vector Q, is given by
m-D!'(n—p+1)!

p
Q = — 1) em~i®en~p+i-
p= L CD T - )t

(To verify this, it is enough to check that Q, has the correct weight and that
x*.Q, = 0. We omit the simple computation.) From (1.1) we find

AUET) =Jx)®1+1Q@J(x*) - %x+ ® h +%h®x+.

Hence,
J(x*).Q,
- f(—l)f(m—i)!("_pJ“i)!((a—3(n—2p+2i))<m—i+l)em_,-ﬂ ® en_pes
i=0 m!(n—p)! 2

1
+ (b +5(m—2i)) n—-p+i+ l)em_,-®en_p+,-+1).

The coefficient of e, ; ® €,_p+i+1 18

(—l)f(m_i)!(n—p+i)!(b+l(m—2i))(n—p+i+1)
m!(n—p)! 2
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F(=1)i+! (m_i'l)!("_p+i+1)!(a—3(n—2p+2i+2))(m—i)
m!(n—p)! 2
=(—1)"(m_iwl)!(n—p+i)!(m—i)(n—p+i+1)(b—a+l(m+n)—p+1) ,
m!(n—p)! 2

which is zero by our assumption on a — b.
The proof of the statements involving J(#) and J(x ~) is similar. We omit
the details.

Similar arguments prove the second lemma. Again, we shall omit the details.

LEMMA 4.4. For any 0 < g < min{m, n}, we have

J(h).Q,espan{Q,, x~.Q,_1};
J(x*).Q espan{Q,_};
Jx7).Qespan{Q,1,x . Q,, (x)2.Qu_1}.
Proof of Proposition 4.2.

1
(a) Suppose that @ — b = 5 (m+n) —p+ 1 for some 0 < p < min{m, n}.
We shall prove that
V= Wm+n—2p® e @ I/V|m—n|

is a Y-subrepresentation of W, (a) ® W,(b). It is enough to show that
x).QeVifp<g<min{m, n}and 0 <r<m+ n — 2q. We prove this
by induction on r. If r = 0 there is nothing to prove. For any r > 1, we have

Jh).x7).Qy = =2J(x7).(x7 )" 1.Q+x . Jh).(x") ~1.Q,;
Jxt).(x ). Qp = Jh).(x7) " LQ, + x J(xT). (x7) Qs
Jx™).(x7).Qy = (x7).J(x7).Q,.

The induction hypothesis, together with Lemmas 4.3 and 4.4, shows that the
right-hand sides of these formulas are elements of V.

For the converse, suppose that V is a proper subrepresentation of
Wn(a) ® W,(b) which does not contain the highest component. Then, for
some 0 < p < min{m, n}, we shall have Q,e ¥V but Q,¢ V if ¢ < p. Then,
J(x*).Q, =0, and by the computation in the proof of Lemma 4.3, this

1
implies thata—b=£(m+n)—p+ 1.
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(b) We shall deduce the second part of the Proposition from the first part using
duality. By Corollary 2.9, we have

(Wm(a)® Wn(b))* = Wm(—a) ® Wn(_b) o

Hence, V is a proper subrepresentation of W,,(a) ® W,(b) containing the
highest component if and only if the annihilator V° of V is a proper
subrepresentation of W, (—a) ® W,(—b) not containing the highest com-
ponent. By part (a), W,,(—a) ® W,(—b) has such a subrepresentation if

1
and only if b—azi(m+n)—p+1 for some 0 < p < min{m, n}.

Proposition 4.2 can be made more precise.

PROPOSITION 4.5. Let W = W,(a) ® W,(b),0 < p <min{m, n}. If
1
la—b|= 5 (m+n) —p+ 1, then W has a unique proper subrepresen-

tation V. In fact:

1
(a) if a—bzi(m+n)~p+ 1, we have
1 1
V = Wm_p(a+5p) X Wnﬁp(b—ip) ,

1 1
w/V = Wp_l(a—z(m—p+l))® Wm+n_p+1(b+—2—(m—p+l)) ,

and, as a representation of $l,.

VE Wm+n-2p® @ I/I/]m—nl;
1
(b) if b—azi(m+n)—p+l, then

1 1
V= Wp~l(a+5(m_p+ 1)) ® Wm+n—p+l(b_£(m*p+l)) ’

1 1
W/V = Wm_p(a’—‘z’p) ® Wn—p(b+5p) s

and, as a representation of $él,,

V= Wm+n® @ Wm+n—2p+2 .
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The proof of Proposition 4.2 already gives the uniqueness statements and
the isomorphism type under 8[,. The determination of V as a representation
of Y is made using Proposition 1.6 and Theorem 2.4. Since we shall not use
this result in the proof of the classification theorem, we omit the details.

Note that Proposition 4.5 (in conjunction with Corollary 4.7 below) enables
one to determine the composition series of any tensor product of evaluation
representations.

Proposition 4.5 has an interesting string-theoretic interpretation. In
(4.5)(a), the subrepresentation corresponds to the ‘‘annihilation’’ of the two
strings S,,(a¢) and S,(b): the intersection of the strings, together with the
two nearest neighbour elements, is discarded, leaving two new strings (in
exceptional cases, only one string might remain, or the strings might even
annihilate each other completely). Note that the two new strings are always
non-interacting. The annihilation interaction is illustrated in the following
diagram.

o) o) ) 0 e} 0 o
e} o) 0 0 o) O
o 0 0o o 0
FIGURE 1:

Annihilation of two strings.

The quotient representation in (4.5) (a) corresponds to the “‘fusion’’ of the
two strings S,,(a) and S, (b): the two new strings produced by this operation
are those which form the unique decomposition of S; U S, into the sum of
two non-interacting strings (in exceptional cases, only one new string is
produced). The fusion interaction is illustrated in the following diagram.
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) o) o) o) 0 o) o)
0 o) 0 o) o) e
o) o) o) o) o) o] o) 0 o) )
0 o) 0
FIGURE 2:

Fusion of two strings.

In (4.5)(b), the roles of the two strings are reversed, and the subrepresenta-
tion corresponds to the fusion of the two strings and the quotient to their
annihilation.

We now move on to consider tensor products of an arbitrary number of
evaluation representations. We begin with:

PROPOSITION 4.6. If & W, (a;) is irreducible, then it is highest weight
i=1

and the polynomial associated to it by Theorem 2.4(b) is the product of the
polynomials associated to each factor in the tensor product.

Proof. It follows from Proposition 1.6(2) that the tensor product of the
highest weight vectors in the W, (a;) is a highest weight vector in the tensor
product.

As for the second statement, by an easy induction argument using (1.6) (1)
and (1.6)(2), we find that

A (he) = ), hi iy ... e, modulo ), Y ® Yx, + Yx, ® Y

p=20

where the first sum is over all r-tuples k;, k», ..., k, such that k; > — 1 and
Y ki=k —r+ 1 (h_,is interpreted as the identity element 1). Hence, the

i
eigenvalue of 4, on the highest weight vector in ® W,.(a;) is, by Propo-
i=1

sition 2.6(a),
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! 1 1\«
di = ), Hm,-(a+5mi——) :

2

It is easy to see that this is equal to the coefficient of u~*-1in the product

! > 1 1\ * Pi(u+1)
H (1+ Z m,-(a+£m,~—£)k u_ki—l) = H —

=1 Pi(u)

where P, is the polynomial associated to the representation W (a;). This
completes the proof.

COROLLARY 4.7. If & Wy(a;) is irreducible, then it is unchanged,
i=1

up to isomorphism, by any permutation of the factors in the tensor product.

Proof. Let V=& W,/(a) and let V' be the result of applying some
i=1

permutation to the factors in the tensor product. Applying the same permuta-

tion to the highest weight vector in V gives a highest weight vector in V"’ of

the same weight. It follows from Proposition 2.3 that V is isomorphic to a

subquotient of V. Since ¥V and V' have the same dimension, they must be

isomorphic.

Remark. 1t is not true that the permutation of the factors is an
isomorphism V = V” of representations of Y.

We can now prove the ““only if’’ half of Theorem 4.1. Suppose that some
pair of strings S, (a;) and S, (a) are interacting. Then, by Corollary 4.7,

7

® Wn(a;) is isomorphic to a tensor product in which S, (a;) and S, (ax)

i=1
are adjacent. By Proposition 4.2, the latter representation is reducible.

We now turn to the proof of the ‘“if’’ part of Theorem 4.1. Note first that
there is no loss of generality in assuming that m; < - -+ < m, . Indeed, since
the strings S,,,(a;) are assumed to be non-interacting, it follows from (4.2)
and (4.7) that the tensor product of any pair of the evaluation representations
W,.(a;) is unchanged, up to isomorphism, by an interchange of the two

r

two factors. Hence, &® W, (a;) is unchanged, up to isomorphism, by any

i=1
permutation of its factors, since the permutation can be effected by a sequence
of interchanges of nearest neighbours.
We shall assume that m; < -+ < m, for the rest of the proof of (4.1).
The main step in the proof is the following result.
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PROPOSITION 4.8.  Suppose that the strings Sn(a;),1 <i<r, arenon-

interacting, and that m; < -+ <m,. Then & W,.(a;) Iis generated by
i=1
the tensor product of the highest weight vectors in the W, (a;).
Assuming this result for a moment, the proof of Theorem 4.1 is completed

as follows. Suppose that the strings S,,,(a;) are non-interacting. Note that, as

r

a representation of 8[,, ® W,.(a;) contains a unique highest component

i=1

Wi, M = ), m;. By (4.2), (4.7) and (4.8), if ® W, (a;) has a proper sub-

i=1
representation V, then V does not contain W,;,. But then the annihilator V°
of V is a proper subrepresentation of the dual

(® Wm,-(ai))* = Wp(—a)

i=0 i=0
which does contain its highest componeht. By (4.2), (4.7) and (4.8) again, this
1s impossible.

Remark. The following is an interesting alternative argument. By Pro-
position 2.10, each factor W,, (a;) has an invariant bilinear form. If W, and
W, are two representations of Y which have invariant forms < , >; and
< , >,, then there is an invariant bilinear map

(W& W) x (WL,® W)~ C
given by
<W Q@ Wy, WRW(> = <wy, wi><Wwy, Wy>, .

(The change of order is necessary because Y is not co-commutative.) In
particular, if W, Q W, = W, ® W;, then W; ® W, has an invariant bilinear

r

form. Using this observation, the fact that ® W, (a;) is unchanged, up to
i=1
isomorphism, by any permutation of the factors (which follows from (4.2) and

r

(4.7)), and an easy induction, one sees that ® W, (a;) has an invariant

i=1

bilinear form. But now a standard argument in the theory of Lie algebras
shows that a highest weight representation which carries a non-zero invariant
bilinear form is irreducible.

We must now give the

Proof of Proposition 4.8. By induction on r. The result is known if r = 1
or 2.
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We first prove that W = ® W,.(a;) is generated by the vector e, & Q’,

i=1 r

where Q' = e,,, ® * -+ & e, is the highest weight vector in W’ = & W (a;).

i=2
By the induction hypothesis, W’ is generated by Q’. From Proposition 1.11,
for any w’ e W, there exists y € N~ such that y. Q" = w’. Then

Y. (@®Q) = A1) (6e®Q) =@ w',

where the last equality follows from Proposition 1.6(3) and the fact that
x,.e =0. Hence, ¢g®@ W' C Y.(e,® Q’). Now an easy induction on i
proves that e, @ W’ C Y.(eg® Q) for 0 < i < m;: for the inductive step one
uses the fact that

e QW =xtee@W Ce,@W +x*.(e,QW').

This proves our assertion.
We now prove that ¢, ® Q'€ Y. Q, where Q = ¢, ® -+ ® en, . For any
i > 0, consider the equations )

k
4.9 x, . (e®Q) = (Z bidi_p_11x".e)RQ +e®x,.Q",
p=0

1 1
for k=0,...,r — 1, where b, = a; — 5 m +i— 5 , dy. 1 1s the eigenvalue of

he on Q" (and d_,; = 0). Equation (4.9) follows from Proposition 1.6 (3),

using the fact that Q" is a highest weight vector for Y. More generally, iterating
(4.9), we find that

4.10)  x;.(6®Q)

Il

Y Aei® QX .en® - ® ey,
j=1

where ;
Apj= X blde_p1;,
p=0
bj=aj+lmj—1 for j>2,
2 2
and d, ; is the eigenvalue of A, on €m;, | X X en, (and d_; ; = 1).

Using Proposition 1.6(1), one sees that
Are,j = My Ak jer + die,js1

so we are in the situation of (3.6). Assuming Proposition 3.7, which has yet
to be proved, we have
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detA = H (bj—bk—mj) .

1<k<j<r
Since the strings S, (a;) are non-interacting, this determinant is non-zero.

1
For, b; = by + m; for some j > k > 1 implies that g, — a, = 5 (m; + my),

which is impossible; and b; = b; + m; implies that a; — a; = —2- (mj—my) — i

1 L . S
= —2—|m, — my |- i, which is also impossible since i > 0.

Hence, equation (4.10) implies that e;_; is a linear combination of the
elements x, .(e;® Q") for 0 < kK < r — 1. An obvious (downward) induction
now proves that ¢, ® Q'€ Y.(e,, ® Q") = Y.Q for all / > 0. In particular,
we have proved that ¢g ® Q' e Y. Q.

All that remains is to prove Proposition 3.7. We show first that
bj — b,y — m;is a root of detA4 for 2 < j < r. In fact, we shall prove that,
if b, — b;_, — m; = 0, then the j-th and (j + 1)-th columns of the matrix A4
are the same. To begin with, 4y ; = Ay ;- = 1. Proceeding by induction on
k and using (3.6), we have

Agsrj-1=bj 1A j1 + dijo
= b;j_ 1A+ di,j-1
= (b —mj)Ar; + di, j-
= (b —m))Ap; + miAc; + di
= bjAy,; + di

= Ak+1,j s

which proves our assertion.

If j > k is any pair of indices, there is a permutation ¢ of {1, ..., r} such
that o(1) = 1 and o(k) = o(j) — 1. Let Q be the result of applying o to the
factors in Q’, and define W, and W similarly. As we remarked earlier, W’
and W are isomorphic as representations of Y, and the isomorphism must
preserve highest weight vectors. Hence, there is an isomorphism W = W,
which takes e; ® Q' to e; ® Q. for all i. Hence,

{xg (@®Q),....,x,_,.(&®Q)}
is linearly dependent if and only if

{xg (&®Q), ... x,_;.(6®Q)}
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is linearly dependent. By (4.10), the first condition holds if and only if
det A = 0, and the second if and only if detA4, = 0, where A, is the matrix
obtained by applying o to the parameters ai, ..., a,, My, ..., M,. This implies
that b, — by — m; is a root of detA if and only if bs() — Doy — Mo is a
root of detA,, and this is true by the first part of the argument.

We have now proved that b, — by — m; is a root of det A for all j > k.
This proves Proposition 3.7 in the case of interest to us, namely when the m;
are positive integers. But since (3.7) is a polynomial identity, it holds in
general.

The proof of Theorem 4.1 is now complete.

The following result completes the classification of the finite-dimensional
irreducible representations of Y.

THEOREM 4.11. (a) Every finite-dimensional irreducible representation
of Y is isomorphic to a tensor product of evaluation representations
Wm(a)-

(b) Two irreducible tensor products of evaluation representations are
isomorphic as representations of Y if and only if one is obtained from the
other by a permutation of the factors in the tensor product.

Proof. (a) Let V be a finite-dimensional irreducible representation of Y.
Let P be the polynomial corresponding to V in Theorem 2.4. The roots of P
form a set with multiplicities which, by (3.5), can be written as a union of non-
interacting strings. Let S,,.(a;) be the strings which occur (the m;, a; are not

necessarily distinct). By (4.1) and (4.6), the tensor product & W, (q;) is
i=1
irreducible and has P as its associated polynomial (by (4.7), the order of the

factors in the tensor product is immaterial). By Theorem 2.4, V is isomorphic
.
to ® I/Vm,- (ai)-
=1

(b) Suppose that
® Wm,-(ai) —= ® an(bj) .

are irreducible representations of Y. Then, both tensor products are associated
to the same polynomial P. The S, (a;) and the Snj(bj) both give decomposi-
tions of the roots of P into sets of non-interacting strings. By Proposition 3.5,
the decompositions are the same. This means that the factors W...(a;) and
W, (b;) are the same up to a permutation.
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5. R-MATRICES AND INTERTWINING OPERATORS

In this section we shall prove that, after a trivial twisting, the intertwining
operators between certain representations of Yangians provide rational
solutions of the quantum Yang-Baxter equation. Recall that, if V is any
representation of Y = Y(81,), then, for any a € C, we denote by V(a) its
pull-back by the automorphism t, of Y defined in Proposition 2.5.

PROPOSITION 5.1. Let V, W be irreducible finite-dimensional represen-
tations of Y with highest weight vectors Qy,Qyu andlet a, beC. Then:

(a) the tensor products V(a) ® W(b) and W(b) ® V(a) are irreducible
and isomorphic except for a finite set of values SV, W) of a— b,

(b) the unique intertwining operator
I(V,a; W, b): W(b) ® V(a) > V(a) ® W(b)

which maps Qu ® Qp to Quy® Qu is a rational function of a — b
with values in Hom (WX V, V&R W).

Proof. Part (a) follows immediately from Proposition 4.2 and
Corollary 4.7. For part (b), we need the following lemma.

LEMMA 5.2. Let V, W be representations of Y and let aeC.
(a) If V s irreducible, so is V(a).

(b) If I:V— W is an isomorphism of representations of Y, so is
I:V(a) > W(a).

Proof of lemma. Part (a) follows from the definition of V(a). For
part (b), we must show that / commutes with the action of x and J(x) on V(a)
and W(a), for all x € §[,. But this is clear, since the action of x is the same
as that on V and W, and that of J(x) is the same as that of J(x) + ax on V
and W.

Returning to the proof of Proposition 5.1, it follows from the lemma that
I(V, a; W, b) is a function of a — b, so it suffices to consider the case b = 0.
For any a € C which does not belong to the finite set S(V, W), there is a unique
isomorphism

IV,a; W,0)=1(a): W& V() = Vi) W

of representations of Y such that

(5.3) I(@) Quw®Qy) = Qy & Qp .
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Choose bases of V® W and W ® V and let {I,} be a basis of 81,; write /(a)
also for the matrix of I(a) with respect to these bases. Let A,, By be the
matrices of L, and J(J,) acting on W ® V(a); and let A; and B, refer
similarly to V(a) ® W. Then, I(a) commutes with the action of Y if and only
if I(a) satisfies the following system of homogeneous linear equations:

AyI(a) = I(@)A;, ByI(a)=1(a)B;, forall A .

We know that, if a¢S(V, W), these equations have a unique solution
satisfying equation (5.3). By elementary linear algebra, the solution is a
rational function of the entries of the matrices A,, A;, By, B, . Since 4,, A4,
are independent of ¢ and B,, B, are linear in a, the result follows.

Definition 5.4. Let V be a finite-dimensional irreducible representation of
Y. Then, the R-matrix associated to V is the function R(a — b) with values in
End(V® V) given by

R(a-b)=1(V,a;V, b)o ,

where 6 e End (V' V) is the switch of the two factors.

THEOREM 5.5. Let V be a finite-dimensional irreducible representation
of Y. Then the R-matrix associated to V is a rational solution of the
quantum Yang-Baxter equation:

(5.6) RZ2(@—-DRB(@a—c)RB(b—c) = R¥(bD—-c)RB(a—c)R2(@a-D>) .

Proof. We note first some simple commutation relations between the
intertwining operator I(a—b) = I(V, a; V, b) and the switch map o. For
example, we have

c2IB(@-c)c?2 =1%(a—-o).
by an easy computation. Similarly,
c?6BIB(b-c)cBc2 =12(b-c) .
Hence,
R*(a—=b)RB(a—c)RB(b—c) = I'*(a—b)c 2IB(a—c)o B I3 (b—c)c 2
=I%(@-b)I3(@a—-c)c?cB3I3(h—c)o B
= I'*(a~-b)IP(a—c)'2(b-c)o 2613623 .
Similarly,

R2(b—-c)RB(a~c)R'*(a—b) = IB(b—)[2(a~c)?(a—b)oBoBs2 .
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Hence, in view of the relation

012013623 — 023013012
in the symmetric group on three letters, the equation to be proved is
(5.7) I2(a@—-b) [P (a—c)?(b—c) =IP(b-c)I?(a—c) > (a-D) .
Note that both sides of equation (5.7) define intertwining operators

Vo) ®@ V(b)) ® Via) = Via) ® V(D) ® V()

which fix the tensor product of the highest weight vectors in V. Hence,
regarded as functions on C? with values in End(V® VQ V), they agree on
the complement of the set S of (a, b, ¢) € C3 where V(c) ® V(b) ® V(a) or
Via) ® V(b) ® V(c) is reducible. It follows from part (a) of Proposition 5.1
that S intersects each complex line parallel to one of the axes in C3 in at most
finitely many points. It is easy to see that the complement of such a set is
Zariski dense in C3. Since the two sides of equation (5.7) are rational
functions which agree on a Zariski dense set, they are equal.

Remark. We have used the following simple fact about intertwining
operators. Let U, V and W be representations of a Yangian Y(3[,) and let
I:URX® V- V& U be an intertwining operator. Then

I22UQVRIW-TRUR W
and
IBWRURSIV-WRKVRU

are intertwining operators. While this is obvious enough, it should be noted
that

IB:UQWRVVR WR U
is not an intertwining operator in general.

We conclude this general discussion by showing that, up to a sign change
in the parameter, the R-matrix R(u) we have associated to a representation of
Y is the same as that constructed using the ‘‘universal R-matrix’’ (see
Theorem 3 of [4]). Set

Ru) = R(—u) .
Then, by Theorem 4 of [4], it suffices to prove that
(5.8) P (a, b)R(b—a) = R(b—a)P;] (a, b)
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where

1
P (e b) = (p®p) (VL) +ah) ® 1+ 1@ (J(h) + bh) + 5 L ®1,Q1),

p: Y — End(V) is the action of Y on V and {1} is an orthonormal basis of
8l,. In terms of intertwining operators, equation (5.8) asserts that

P (a, b)I(a—b) = I(a—b)cP, (a, b)o .
But it is easy to see that
oP; (a, b)o = P, (b, a) .
Hence, we must prove that
P (a, b)I(a—b) = I(a—Db)P; (b, a) .
But this is simply the statement that
Ia—b): V(D) ® V(a) = V(a) ® V(D)

commutes with the action of J(/y).

We shall now apply these results to compute the R-matrices associated to
every finite-dimensional irreducible representation of Y. By Theorem 4.11,
every such representation is of the form

V= le(al) X I//77/( (ak)'
The intertwining operator
I(a—b): V(b)) ® V(a) = V(a) ® V(b)

can be computed as the product of k? intertwining operators of the form
I(V,,a;V,,b), each of which effects an interchange of nearest neighbours.

Since such an operator commutes, in particular, with the action of §[,, it can
be written in the form

min{m, n}
(5.9) I(I/maa;Vn’b): Z Cij+n—2js
Jj=0
where
Pm+n~2j: Vn ® Vm - V/n ® Vn

is the projection onto the irreducible component of

— min{m, n}
Vm® Vn= ®j=0 Vm+n—2j
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of type Vi, 1n-2;. We have ¢y = 1 since I(V,,, a; V,, b) preserves the tensor
products of the highest weight vectors.

To compute I(V,,a; Vy,, b), let Q;,j = 0,1, ..., min{m, n}, be a highest
weight vector in V,® V, of weight m + n — 2j; then, the vector Q;
obtained by switching the order of the factors in Q; is a highest weight vector
in V,, ® V, of the same weight, and we have

IVu,a; Ve, b) (Q) = Q7.

Further, it is easy to see that, for j > 0,(x+* ® 1).Q; is an §[,-highest weight
vector of weight m + n — 2j + 2; it is non-zero, since otherwise Q; would be
annihilated by x* ® 1 and by 1 ® x*, contracting the assumption j > 0.
Hence, we may assume that

(X+ ® I)Qj = Qj—-l
for j > 0. Switching the order of the factors, we have

x+*®1).Q/ = - Q!

j=1-
By Proposition 4.2 (and its proof), Q; is a Y-highest weight vector in
V(b)) ® Vila) if

1
b—azi(m+n)~j+l.

It follows from the formula for the co-multiplication in Definition 1.1 that, in
the representation V,(b) & V,.(a),

1
J(x*).Q; = (b—a—i(m+n)+j—l) x*®1).Q;,
and that in the representation V,(a) ® V,(b),
1
Jx*+).Q = (a—b—i(m+n)+j—1) x*®1).Q;.

The equation
I(Vmaa; Vna b) (J(x+)QJ) = J(x+)(I(Vm9 a, Vnab)Qj)

Now gives 1
a—b+§(m+n)—j+1

1
a—b—E(m+n)~j+1
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It follows that

1 .
- a—-b+-(m+n —1
bi=1 2

I1 pP;.

=0 1 .
a—b—i(m+n)+z

min{m, n
(5.100 IV, a; Vi b)= %
-0

We summarize our results in the following theorem.

THEOREM 5.11. The R-matrix associated to the representation

V = le(al) ® e ® mG(ak)

of Y s given by

kK
R(a—b) = ( H I(Vmi,a + a;; ij,b + aj))G )
ij=1
where the intertwining operators are given by equation (5.10) and ¢ is the
switch map. The order of the factors in the product is such that the (i, j)-term
appears to the left of the (i’,j')-term iff

i>i" or i=1 and j<]j'.

6. CONCLUDING REMARKS

Since we have discussed only the Yangian associated to 81, in this paper,
it may be worth-while to indicate the extent to which the results above can be
generalized to the Yangian Y(a) associated to an arbitrary finite-dimensional
complex simple Lie algebra a.

The definition of Y(a) is precisely as in (1.1), except of course that {7, }
should be an orthonormal basis of a with respect to some invariant inner
product. The formulae

) =x, w(K)=JK +ax,

for x € a, again define a one-parameter group of Hopf algebra automor-
phisms of Y(a), and the relation, discussed in section 35, between solutions of
the quantum Yang-Baxter equation and intertwining operators between tensor
products of representations of Y(a), which follows from the existence of the
T4, 1S also valid in the general case.
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The major complication which arises in the general case is that, except when
a = 3l,, the assignment.

x—=>x, Jkx~—O0
does not extend to a homomorphism of algebras
Y(a) = U(a) .

However, if a = 81,, there is a substitute, namely
1
ex) =x, e(Jx) = ; Y. trace (x(5 1, + I, 1)) I, 1,
A

(see [4]). One can now define evaluation representations of Y by pulling back
representations of 8[, using the homomorphisms e€o1,. We make the
following conjecture, generalizing the case n = 2 proved above:

CONJECTURE. Every finite-dimensional irreducible representation of
Y(8l,) is isomorphic to a tensor product of evaluation representations.

If a # 8[, for any n, it turns out that there is no homomorphism of
algebras €: Y(a) = U(a) such that e(x) = x for all x € U(a) (see [4]), and there
is no obvious analogue of the evaluation representations. However, there is
a straightforward generalization of Theorem 2.4 classifying the finite-
dimensional irreducible representations of Y(a) in terms of highest weights.
Such representations are now in one-to-one correspondence with /-tuples of
monic polynomials {P;}, where / = rank a. It is natural to define a fun-
damental representation V;, of Y(a) to be one corresponding to a set of
polynomials of the form

Pwy=1 if j+1i,
P(u) =u—a

for some a e C. As in the case of semisimple Lie algebras, it can be shown
that every finite-dimensional irreducible representation of Y(a) (for anya ) is
a subquotient of a tensor product of fundamental representations (see [3]), and
understanding the structure of the fundamental representations V; , is thus an
important first step towards understanding the most general representation.
The case where the i node of the Dynkin diagram is extremal (i.e. joined to
only one other node), and also the case where the /" fundamental representa-
tion of a is the adjoint representation, were discussed in [4], and the general
case is dealt with in [3], except for a few nodes of E; and E; (some cases have
also appeared without proof in the physics literature [10]).
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As we have already mentioned, to any finite-dimensional irreducible
representation of any Yangian Y(a) is associated a rational solution of the
QYBE. Many examples of such R-matrices have been computed in the
literature (see [10] for a recent summary), although these calculations are
mainly restricted to the case of those fundamental representations which are
irreducible as representations of a (the only exception seems to be [11], which
considers the case where i corresponds to the spin representation(s) of
a =s%0 ,). In [3] we carry out the computations for most of the remaining
fundamental representations, and also for the adjoint representation of
Y(8l,). However, the computation of the R-matrix associated to an
arbitrary representation of Y(a) remains a difficult open problem.
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