1. Introduction

Objekttyp:  Chapter

Zeitschrift:  L'Enseignement Mathématique

Band (Jahr): 49 (2003)

Heft 1-2: L'ENSEIGNEMENT MATHEMATIQUE

PDF erstellt am: 24.05.2024

Nutzungsbedingungen

Die ETH-Bibliothek ist Anbieterin der digitalisierten Zeitschriften. Sie besitzt keine Urheberrechte an
den Inhalten der Zeitschriften. Die Rechte liegen in der Regel bei den Herausgebern.

Die auf der Plattform e-periodica vero6ffentlichten Dokumente stehen fir nicht-kommerzielle Zwecke in
Lehre und Forschung sowie fiir die private Nutzung frei zur Verfiigung. Einzelne Dateien oder
Ausdrucke aus diesem Angebot kbnnen zusammen mit diesen Nutzungsbedingungen und den
korrekten Herkunftsbezeichnungen weitergegeben werden.

Das Veroffentlichen von Bildern in Print- und Online-Publikationen ist nur mit vorheriger Genehmigung
der Rechteinhaber erlaubt. Die systematische Speicherung von Teilen des elektronischen Angebots
auf anderen Servern bedarf ebenfalls des schriftlichen Einverstandnisses der Rechteinhaber.

Haftungsausschluss

Alle Angaben erfolgen ohne Gewabhr fir Vollstandigkeit oder Richtigkeit. Es wird keine Haftung
Ubernommen fiir Schaden durch die Verwendung von Informationen aus diesem Online-Angebot oder
durch das Fehlen von Informationen. Dies gilt auch fur Inhalte Dritter, die tUber dieses Angebot
zuganglich sind.

Ein Dienst der ETH-Bibliothek
ETH Zirich, Ramistrasse 101, 8092 Zirich, Schweiz, www.library.ethz.ch

http://www.e-periodica.ch



L’Enseignement Mathématique, t. 49 (2003), p. 109-116

ADDITIVE NUMBER THEORY SHEDS
EXTRA LIGHT ON THE HOPF-STIEFEL o FUNCTION

by Alain PLAGNE

ABSTRACT. The famous Hopf-Stiefel o function appears in several places in
mathematics (linear and bilinear algebra, topology, intercalate matrices, . ..). However,
although the object of much study, this function kept a part of mystery since no simple
formula was known for it. We shall derive a simple and practical explicit formula
for o and more generally for (3, (p arbitrary prime), a generalized function due to
Eliahou and Kervaire. The proof relies on a new result in combinatorial group theory
which follows from additive number theoretical arguments. It is shown that this last
result generalizes earlier ones by Eliahou and Kervaire and by Yuzvinsky.

1. INTRODUCTION

A composition formula of size [r,s,n] over some field F (that we assume
to be of characteristic different from 2) is an identity of the form

W+ DO D =G+ 2D,

where z1,22,...,2, are n bilinear forms in the variables (x;,...,x,) and
1, -+, ¥s), with coefficients in F. For example, the law of moduli for complex
numbers provides the identity

O+ 2)0 4+ ¥3) = (ryr — x232)? + (oayy + x1y2)%,

which is a composition formula of size [2,2,2]. The law of moduli for
quaternions (respectively for octonions) provides a composition formula of
size [4,4,4] (respectively [8,8,8]) in a similar way. Conversely, Hurwitz’s
theorem [7] (see also [8]) states that the only possible values of n for which
a composition formula of size [n,n,n] exists are 1,2,4 and 8.
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In the late thirties, starting from the Hurwitz problem, Hopf [6] and Stiefel
[15] began to study real division algebras. They introduced a function of an
algebraic nature. The so-called Hopf-Stiefel function o (which depends on
two positive integral variables r and s) is defined by the formula

(1.1) ros =min{n such that (x +y)" =0 in Fp[x,y]/(x",y")}.

Hopf and Stiefel obtained a result which says that if a nonsingular bilinear
map from R” X R® onto R” exists over R, then n > ros (Hopf-Stiefel
theorem). The link between nonsingular bilinear maps and o is realized by
passing to projective spaces and their cohomology rings.

More generally, the o function appears in different parts of mathematics.
It allows a nice mathematical trip: starting from bilinear algebra (Hurwitz’s
problem, Pfister’s quadratic forms [10, 11]) and algebra (its basic definition
(1.1)), we pass through topology (Hopf-Stiefel theorem, real division algebras
and Yuzvinsky’s theorem [17]), visit the theory of intercalate matrices
(Yuzvinsky’s conjecture [17, 16]) and arrive at additive number theory ([5]
and the present paper). The reader interested in the many applications of o
is mainly referred to the nice survey [13] by Shapiro, to his recent book [14,
Chapters 12-15] and to the book by Rajwade [12], especially Chapter 13.

With the algebraic viewpoint (1.1), it is fairly natural to generalize, with
Eliahou and Kervaire [5], the o function in the following way. For any given
prime p, we set

By(r,s) = min{n such that (x+y)" =0 in F,[x,y]/(x",y")}.

Evidently, 5, = o. It is a theorem of Eliahou and Kervaire [5] that this
extension of (1.1) is still relevant in the additive number theoretical context.

Although many properties of o and more generally of 3, were known
(for instance recursion formulas or expression in terms of p-adic expansions),
describing these functions efficiently appeared difficult, so that it.-is not rare
to see tables giving the first values of o.

In this paper, perhaps surprisingly, we shall derive a simple and practical
explicit formula for o and more generally for 8, (p arbitrary prime).

THEOREM 1. Let p be any prime number. The function (3, is given by
the formula

Bp(r, 5) = min ([r/p"] + [s/p'] — 1) P

Notice that clearly, the minimum involved is attained for a value of ¢
satisfying 0 < ¢ < [log(max(r, s))/ logp] .




SHEDDING SOME LIGHT ON THE HOPF-STIEFEL o FUNCTION 111
In particular, this result elucidates, in some sense, the Hopf-Stiefel function.

THEOREM 2. The Hopf-Stiefel function is
= mi 2! 21 —1)2".
ros=min ([r/27+[s/2] - 1)

With this formula, a large number of properties of o follow immediately
or admit a simplified proof.

In fact Theorem 1 follows from an additive number theoretical theorem
(Theorem 3 below) which is of independent interest. Given a finite Abelian
group G, we define (as in [5]) the function of two integral variables r and s
(1 <r,s<|G|)

p(r,s) = min{| A + B, with A,BC G, |A|=r, |B| =s}
where A + B is the usual Minkowski sum of sets, namely
A+B={a+bwithaec A, be B}.

Given an arbitrary Abelian group G, determining the function pg 1S not easy:
this is an open problem in general for G finite and Abelian. However, Eliahou
and Kervaire [5] obtained such a result for finite groups of prime exponent,
thus generalizing Yuzvinsky’s result [17] for binary spaces.

Using a different approach (based on Kneser’s theorem [9]), we shall obtain
a result valid for any cyclic group.

THEOREM 3. Let n be any integer. If 1 < r,s <n, we have

1z, /nz(r,8) = n;|inn ([r/d] + [s/d] —1)d.

Taking n = p, a prime, gives exactly the Cauchy-Davenport theorem
[2, 3, 4]. Moreover, as will be explained in Section 3, this result contains that
of Eliahou and Kervaire.

Since cyclic groups are characterized by the equality expG = |G|, this
theorem is a direct consequence of the following more general result.

THEOREM 4. Let G be any finite Abelian group. Then, if 1 <r,s <|G|,
we have

min ([r/d] + [s/d] —1)d < puc(r,s) < min ([r/d] +[s/d] —1)d.

aile ol 14)ja
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With these results, we know the behaviour of ug at the two endpoints
of the spectrum (cyclic groups and groups of prime exponent). What now
remains to be done is to fill the gap between the upper bound and the lower
bound for general finite Abelian groups.

2. PROOF OF THEOREM 4
Let G be any given finite Abelian group and let 1 < r,s < |G].

2.1 THE LOWER BOUND

If pg(r,s) > r+s—1, the result is immediate (take d = 1). We may thus
assume that

2.1 po(r,s) <r+s—1.

Then, choosing two sets A and B in G with respective cardinalities » and
s, such that | A + B| attains ucs(r,s), we get

| A+ B| = pe(r,s) < | A+ |B| — 1.

We are in a position to apply Kneser’s theorem [9] on the structure of sets
with a small sumset. It follows that there exists a subgroup H of G (namely
the stabilizer of A + B) such that

A+ B|=|A+H|+|B+H|— |H|.

Denoting by (A + H)/H (resp. (B + H)/H) the H-cosets that A (resp. B)
intersects, we obtain

|A+B|:<'A+H' 'B+H 1)|H|

H
> ([r/f1+1s/f1 = 1f

where f denotes the cardinality of H. Since Lagrange’s theorem shows that
f divides |G|, we get

| A+ B| > min([r/d] + [s/d] — 1)d.
d||G]|

From this it follows that, in any case,

ug(r,s) > nlw.ln(fr/d] + [s/d] — 1)d,

which is the desired lower bound.

|
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