# On the nodal lines of second eigenfunctions of the fixed membrane problem. 

Autor(en): Pütter, Rolf<br>Objekttyp: Article<br>Zeitschrift: Commentarii Mathematici Helvetici

Band (Jahr): 65 (1990)

PDF erstellt am:
17.07.2024

Persistenter Link: https://doi.org/10.5169/seals-49715

## Nutzungsbedingungen

Die ETH-Bibliothek ist Anbieterin der digitalisierten Zeitschriften. Sie besitzt keine Urheberrechte an den Inhalten der Zeitschriften. Die Rechte liegen in der Regel bei den Herausgebern.
Die auf der Plattform e-periodica veröffentlichten Dokumente stehen für nicht-kommerzielle Zwecke in Lehre und Forschung sowie für die private Nutzung frei zur Verfügung. Einzelne Dateien oder Ausdrucke aus diesem Angebot können zusammen mit diesen Nutzungsbedingungen und den korrekten Herkunftsbezeichnungen weitergegeben werden.
Das Veröffentlichen von Bildern in Print- und Online-Publikationen ist nur mit vorheriger Genehmigung der Rechteinhaber erlaubt. Die systematische Speicherung von Teilen des elektronischen Angebots auf anderen Servern bedarf ebenfalls des schriftlichen Einverständnisses der Rechteinhaber.

## Haftungsausschluss

Alle Angaben erfolgen ohne Gewähr für Vollständigkeit oder Richtigkeit. Es wird keine Haftung übernommen für Schäden durch die Verwendung von Informationen aus diesem Online-Angebot oder durch das Fehlen von Informationen. Dies gilt auch für Inhalte Dritter, die über dieses Angebot zugänglich sind.

# On the nodal lines of second eigenfunctions of the fixed membrane problem 

Rolf PUtter

Abstract. A well-known conjecture about the second eigenfunction of a bounded domain in $\mathbb{R}^{2}$ states that the nodal line has to intersect the boundary in exactly two points. We give sufficient conditions on the domain for this assertion to hold. For special doubly symmetric domains we also prove that $\lambda_{2}$ is simple and that the nodal line of the second eigenfunction lies on one of the axes.

## 1. Introduction

Consider the Dirichlet eigenvalue problem for the Laplacian on a bounded domain $\Omega \subset \mathbb{R}^{2}$ with boundary of class $C^{2, \alpha}$ :

$$
\begin{cases}\Delta u+\lambda u=0 & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega .\end{cases}
$$

The set of eigenvalues can be arranged in a nondecreasing sequence of positive numbers tending to infinity $0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \cdots$.

The corresponding eigenfunctions $\left\{u_{i}\right\}_{i=1}^{\infty}$ are in $C^{2, \alpha}(\bar{\Omega})$ (see [3], Theorem 6.15) and analytic in the interior of $\Omega$. If $u$ is an eigenfunction $N(u):=\{x \in \Omega: u(x)=0\}$ is called the nodal set of $u$; the connected components of $\Omega \backslash N(u)$ are called nodal domains. The Courant nodal domain theorem states that the $i$-th eigenfunction can possess at most $i$ nodal domains. As a consequence of Courant's theorem, $u_{1}$ has exactly one and
$u_{2}$ has exactly two nodal domains.
Cheng proved in [1] that, for any eigenfunction $u$, the nodal set $N(u)$ consists of a finite number of $C^{1}$-immersed arcs $\phi:(0,1) \rightarrow \Omega$ or circles $\psi: S^{1} \rightarrow \Omega$. When these arcs or circles intersect or self-intersect, they form an equiangular system. As a consequence of (1.2), we have:

If $\Omega$ is simply connected, $N\left(u_{2}\right)$ consists of one embedded arc or one embedded circle only.

A conjecture on the configuration of $N\left(u_{2}\right)$ states (see, e.g. [5] or [7]) that the latter case in (1.3) cannot occur, and more precisely:

If $\Omega$ is simply connected, then $\overline{N\left(u_{2}\right)}$ intersects $\partial \Omega$ in exactly two points. (1.4)
Hitherto, the conjecture has been proved only for some special classes of domains, all possessing an axial or rotational symmetry. L. Payne showed (1.4) if $\Omega$ is symmetric about the axis $\left\{x_{2}=0\right\}$ and convex in $x_{2}$. C. S. Lin [4] proved (1.4) provided $\Omega$ is convex and invariant under rotation by an angle $2 \pi / m$ for some $m \geq 2$.

In the paper we are concerned with proving (1.4) under a whole continuum of possible conditions on the domain $\Omega$. For that purpose we introduce the notion of convexity with respect to a point.

DEFINITION 1.1. Let $G \subset \mathbb{R}^{2}$ be a domain, $p \in \mathbb{R}^{2}$ a point. We call $G$ convex with respect to $p$ if for every circle $C$ centered in $p$ the intersection $C \cap G$ is either empty or connected.

We then show in Theorem 2.3: If $\Omega$ is symmetric about the axis $\left\{x_{2}=0\right\}$ and convex with respect to a point $p=a \cdot e_{1}$ on this axis, $p \notin \Omega$, then (1.4) holds. Payne's condition is then the limit case of our condition for $a \rightarrow \infty$ or $a \rightarrow-\infty$.

Closely related to the shape of the nodal line of second eigenfunction is the multiplicity $m_{2}$ of $\lambda_{2}$. It is known that $m_{2} \leq 3$ for simply connected $\Omega$ (cf. [1]) and that (1.4) implies $m_{2} \leq 2$ (cf. [4]). Also C. L. Shen, for the case of doubly symmetric plane domains and under the conditions
(i) $\bar{\Omega}=\left\{\left(x_{1}, x_{2}\right):-a \leq x_{1} \leq a,-f\left(\left|x_{1}\right|\right) \leq x_{2} \leq f\left(\left|x_{1}\right|\right\}\right.$,
(ii) $f \in C([0, a]), f>0$ on $[0, a), f(a)=0, f$ is strictly decreasing on [0, a],
(iii) $x^{2}+(f(x))^{2}$ is strictly increasing on [0, a],
has proved the following: $\lambda_{2}$ is simple and $N\left(u_{2}\right)=\Omega \cap\left\{x_{2}=0\right\}$. We show here the same under weaker geometric (but higher regularity) assumptions on the boundary of $\Omega$, namely, $\Omega$ must be convex in $x_{2}$ and expand from $\left\{x_{1}=0\right\}$ to $\left\{x_{2}=0\right\}$ (see Definition 3.2).

## 2. Domains with an axial symmetry

We first need the following observation.
LEMMA 2.1. Suppose that $\Omega$ is a domain in $\mathbb{R}^{2}, \lambda \in \mathbb{R}$ and that $u \in C^{2}(\Omega) \backslash\{0\}$ solves $\Delta u+\lambda u=0$ in $\Omega$. Let $x_{0}$ be a point in $\Omega$ with $u\left(x_{0}\right)=0$.

Then $u$ changes sign near $x_{0}$, i.e. in each neighbourhood $U$ of $x_{0}, u$ assumes positive and negative values.

Proof. An easy consequence of the strong maximum principle for subharmonic functions and the fact that $u$ actually is analytic in $\Omega$.

For the domains under consideration we now reformulate the property of convexity with respect to a point. Set

$$
H^{2}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}>0\right\}, \quad \bar{H}^{2}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2} \geq 0\right\}
$$

and let $D^{90} \in O(2, \mathbb{R})$ be the rotation by 90 degrees in the positive sense.

LEMMA 2.2. Suppose $\Omega \subset \mathbb{R}^{2}$ is a bounded, simply connected domain of class $C^{1}$. Assume that $\Omega$ is symmetric about the axis $\left\{x_{2}=0\right\}$ and that $a \cdot e_{1}, a \in \mathbb{R}$, is a point on this axis. We then have:
$\Omega$ is convex with respect to $a \cdot e_{1}$ iff

$$
\left\{\begin{array}{l}
\forall x \in \partial \Omega \cap \bar{H}^{2}:\left\langle D^{90}\left(x-a \cdot e_{1}\right), v(x)\right\rangle \geq 0  \tag{2.1}\\
\text { or } \\
\forall x \in \partial \Omega \cap \bar{H}^{2}:\left\langle D^{90}\left(x-a \cdot e_{1}\right), v(x)\right\rangle \leq 0 .
\end{array}\right.
$$

Here, for $x \in \partial \Omega, v(x)$ is the outer normal to $\partial \Omega$ at $x$.
Proof. Since $\Omega$ is simply connected, we may parametrize $\partial \Omega \cap \bar{H}^{2}$ by a regular curve $c \in C^{1}\left([0,1], \bar{H}^{2}\right)$. We orient $c$ in such a way that $v(c(t))=D^{90} \dot{c}(t)$ for all $t$. We then have

$$
\frac{d}{d t}\left|c(t)-a \cdot e_{1}\right|^{2}=2\left\langle c(t)-a \cdot e_{1}, \dot{c}(t)\right\rangle=2\left\langle D^{90}\left(c(t)-a \cdot e_{1}\right), v(c(t))\right\rangle
$$

Hence (2.1) is equivalent to $\left|c(t)-a \cdot e_{1}\right|$ being monotone on [ 0,1 ]. This condition is violated if and only if there is an $r>0$ such that, for $K(t)=r(\cos t, \sin t)+a \cdot e_{1}$, the set $\{K(t): t \in[0, \pi]\} \backslash\left(\partial \Omega \cap \bar{H}^{2}\right)$ decomposes into at least three connected components. Since $\Omega$ is symmetric in the axis $\left\{x_{2}=0\right\}$, we have that $\{K(t), t \in[0,2 \pi)\} \backslash \partial \Omega$ decomposes into at least four connected components. This is equivalent to the condition that $\Omega$ is not convex with respect to $a \cdot e_{1}$.

Before proving the main result of this section we introduce the following terminology: For $x \in \partial \Omega$, we say that $u$ is positive near $x$ if there is an open ball $B$ around $x$ such that $u$ is positive on $B \cap \Omega$. For $\Gamma \subset \partial \Omega$, we say that $u$ is positive near $\Gamma$ if $u$ is positive near $x$ for each $x \in \Gamma$.

THEOREM 2.3. Suppose $\Omega$ is a bounded, simply connected domain in $\mathbb{R}^{2}$ of class $C^{2, \alpha}$. Suppose further that $\Omega$ is symmetric about the axis $\left\{x_{2}=0\right\}$ and convex with respect to a point $a \cdot e_{1}, a \in \mathbb{R}$. Then if $a \cdot e_{1} \notin \Omega$, (1.4) holds.

Proof. We proceed by contradiction.
Assume $v$ is a solution of (1.1) with $\lambda=\lambda_{2}$, that is, a second eigenfunction, and $\overline{N(v)}$ intersects $\partial \Omega$ in at most one point $p$. We may then suppose that $v$ is positive near $\partial \Omega \backslash\{p\}$.

Consider $u \in C^{2, \alpha}(\Omega)$ defined by

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(v\left(x_{1}, x_{2}\right)+v\left(x_{1},-x_{2}\right)\right) . \tag{2.2}
\end{equation*}
$$

Then $u$ is also a second eigenfunction on $\Omega$ and we have:
$u$ is positive near $\partial \Omega$ with the possible exception of two points.
Define $u_{\Theta} \in C^{1, \alpha}(\Omega)$ by

$$
u_{\theta}(x)=-x_{2} \partial_{1} u(x)+\left(x_{1}-a\right) \partial_{2} u(x)=\left\langle D^{90}\left(x-a \cdot e_{1}\right), \nabla u(x)\right\rangle
$$

Then we have $u_{\theta} \not \equiv 0$, since otherwise, $u$ would be rotationally symmetric around $a \cdot e_{1}$ and $\partial \Omega$ a circle with center $a \cdot e_{1}$, which is impossible because $a \cdot e_{1} \notin \Omega$. Set $\Omega^{+}=\left\{x \in \Omega: x_{2}>0\right\}$.

We now claim:

$$
\begin{equation*}
\forall x \in \Omega^{+}: u_{\Theta}(x) \neq 0 \tag{2.4}
\end{equation*}
$$

As the differential operators $\partial_{\theta}=-x_{2} \partial_{1}+\left(x_{1}+a\right) \partial_{2}$ and $\Delta$ commute, we have

$$
\begin{equation*}
\Delta u_{\Theta}+\lambda_{2} u_{\Theta}=0 \quad \text { in } \Omega . \tag{2.5}
\end{equation*}
$$

(2.2) implies that $u$ is even in $x_{2}$, and so

$$
\begin{equation*}
u_{\Theta}\left(x_{1}, x_{2}\right)=-u_{\Theta}\left(x_{1},-x_{2}\right) \quad \text { for all } x \in \Omega \tag{2.6}
\end{equation*}
$$

The condition $u=0$ on $\partial \Omega$ implies

$$
\begin{equation*}
\nabla u(x)=\partial_{v} u(x) \cdot v(x) \quad \text { for all } x \in \partial \Omega \tag{2.7}
\end{equation*}
$$

and, by virtue of (2.3),

$$
\begin{equation*}
\partial_{v} u \leq 0 \quad \text { on } \partial \Omega \tag{2.8}
\end{equation*}
$$

Furthermore

$$
\begin{align*}
\partial_{\Theta} u(x) & =\left\langle D^{90}\left(x-a \cdot e_{1}\right), \nabla u(x)\right\rangle \\
& =\partial_{v} u(x)\left\langle D^{90}\left(x-a \cdot e_{1}\right), v(x)\right\rangle \forall x \in \partial \Omega . \tag{2.9}
\end{align*}
$$

Since $\Omega$ is convex with respect to $a \cdot e_{1}$, we may assume by Lemma 2.2 that $\left\langle D^{90}\left(x-a \cdot e_{1}\right), v(x)\right\rangle \geq 0$ for all $x \in \partial \Omega \cap \bar{H}^{2}$.

Together with (2.8) and (2.9) this implies

$$
\begin{equation*}
\partial_{\Theta} u \leq 0 \quad \text { on } \partial \Omega \cap \bar{H}^{2} . \tag{2.10}
\end{equation*}
$$

Set $\Gamma_{0}=\Omega \cap\left\{x_{2}=0\right\}, \Omega^{-}=\left\{x \in \Omega: x_{2}<0\right\}$.
From (2.6) we obtain

$$
\begin{equation*}
u_{\theta}=0 \quad \text { on } \Gamma_{0} . \tag{2.11}
\end{equation*}
$$

We now show (2.4). Assume $u_{\Theta}(x)=0$ for an $x \in \Omega^{+}$. According to Lemma 2.1
$u_{\theta}$ changes sign near $x$.
Hence $V^{+}:=\left\{y \in \Omega^{+}: u_{\Theta}(y)>0\right\}$ is non-empty. (2.8) and (2.11) imply that $u_{\theta}=0$ on $\partial V^{+}$. Hence $V^{+}$is the union of one or more nodal domains of $u_{\theta}$. By (2.6) $V^{-}:=\left\{y \in \Omega^{-}: u_{\theta}(y)<0\right\}$ also contains one or more nodal domains of $u_{\theta}$. Thus $\lambda_{2}=\lambda_{2}(\Omega) \geq \lambda_{2}\left(V^{+} \cup V^{-}\right)$. (2.12) implies int $\left(\Omega \backslash\left(V^{+} \cup V^{-}\right)\right) \neq \varnothing$. The monotonicity principle for eigenvalues (see [2]) now yields that $\lambda_{2}\left(V^{+} \cup V^{-}\right)>$ $\lambda_{2}(\Omega)$, a contradiction, and (2.4) is proved.

To achieve a final contradiction, choose $x \in \Omega \cap\left\{x_{2} \geq 0\right\}$ with $u(x)=0$. Taking into account that $u$ is a second eigenfunction and symmetric in $x_{2}$, such an $x$ must exist. Set $r=\left|x-a \cdot e_{1}\right|$ and consider the curve $\sigma:[0, \pi) \rightarrow \mathbb{R}^{2}$, $\sigma(t)=r(\cos t, \sin t)+a \cdot e_{1}$. There exist $t_{1}, t_{2} \in[0, \pi), t_{1}<t_{2}$, such that $\sigma\left(\left(t_{1}, t_{2}\right)\right) \subset \Omega^{+}, \quad \sigma\left(t_{1}\right)=x, \quad \sigma\left(t_{2}\right) \in \partial \Omega$. Thus for $\varphi(t)=u(\sigma(t))$ we have $\varphi\left(t_{1}\right)=\varphi\left(t_{2}\right)=0$. Hence there is a $t_{0} \in\left(t_{1}, t_{2}\right)$ such that $\varphi^{\prime}\left(t_{0}\right)=0$, that is $u_{\theta}\left(\varphi\left(t_{0}\right)\right)=0$. This a contradiction to (2.4) and the theorem is proved.

## 3. Doubly symmetric domains

We first cite the following simple lemma of Lin (see [4]).
LEMMA 3.1. Suppose $\Omega \subset \mathbb{R}^{2}$ is a bounded $C^{1}$-domain and $u$ a Dirichlet eigenfunction of $\Omega$.

Then $x \in \overline{N(u)} \cap \partial \Omega$ if and only if $\partial_{v} u(x)=0$.

In this section we shall be considering doubly symmetric domains. A crucial assumption we shall be placing upon such domains is the property of expansion from one axis to the other.

DEFINITION 3.2. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded, simply connected domain of class $C^{1}$. Consider the axes $T_{1}=\left\{x_{1}=0\right\}, T_{2}=\left\{x_{2}=0\right\}$ and the quadrant $Q=\left\{x_{1}>0\right.$ and $\left.x_{2}>0\right\}$. Suppose $\Omega$ is symmetric in $T_{1}$ and $T_{2}$. We say that $\Omega$ expands from $T_{1}$ to $T_{2}$ if

$$
\begin{equation*}
\left\langle D^{90} x, v(x)\right\rangle \geq 0 \forall x \in \partial \Omega \cap \bar{Q} \tag{3.1}
\end{equation*}
$$

Remark. If we parametrize $\partial \Omega \cap \bar{Q}$ by a regular $C^{1}$-curve $c:[0,1] \rightarrow \bar{Q}$ with $c(0) \in T_{1}$ and $c(1) \in T_{2}$, then (3.1) is equivalent to $d / d t|c(t)|^{2} \geq 0$, which motivates the defintion.

In our investigation of the eigenspace of $\lambda_{2}(\Omega)$, we prove first:

THEOREM 3.3. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded, simply connected $C^{2, \alpha}$-domain. Suppose $\Omega$ is symmetric in $T_{1}$ and $T_{2}$, expands from $T_{1}$ to $T_{2}$ and is not a circular disc. Set $\Omega_{2}^{+}:=\left\{x \in \Omega: x_{2}>0\right\}$. Then we have $\lambda_{1}\left(\Omega_{2}^{+}\right)>\lambda_{2}(\Omega)$.

Proof. Suppose $u$ is a first eigenfunction on $\Omega_{2}^{+}$; we may assume $u>0$ on $\Omega_{2}^{+}$. We reflect $u$ antisymmetrically along $T_{2}$ and obtain an eigenfunction on the whole of $\Omega$ which we call again $u$. Hence

$$
\begin{align*}
& \Delta u+\lambda_{1}\left(\Omega_{2}^{+}\right) u=0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega  \tag{3.2}\\
& u\left(x_{1}, x_{2}\right)=-u\left(x_{1},-x_{2}\right)=u\left(-x_{1}, x_{2}\right) \forall x \in \Omega \tag{3.3}
\end{align*}
$$

The second equality in (3.3) states that, as a first eigenfunction on $\Omega_{2}^{+}, u$ is even in $x_{1}$.

Set $u_{\theta}=-x_{2} \partial_{1} u+x_{1} \partial_{2} u=\left\langle D^{90} x, \nabla u\right\rangle$ in $\Omega$.
We have $u_{\Theta} \not \equiv 0$, otherwise $\Omega$ would be a circular disc. As in (2.5) we obtain

$$
\begin{equation*}
\Delta u_{\Theta}+\lambda_{1}\left(\Omega_{2}^{+}\right) u_{\Theta}=0 \quad \text { in } \Omega . \tag{3.4}
\end{equation*}
$$

Since $u$ is positive near $\Gamma=\partial \Omega \cap Q$ we have $\partial_{v} u \leq 0$ on $\bar{\Gamma}$. By virtue of $\nabla u=\partial_{v} u \cdot v$ on $\partial \Omega$ and (3.1) we obtain

$$
\begin{equation*}
u_{\Theta}=\left\langle D^{90} x, \nabla u\right\rangle=\partial_{v} u\left\langle D^{90} x, v\right\rangle \leq 0 \quad \text { on } \bar{\Gamma} . \tag{3.5}
\end{equation*}
$$

On account of (3.3) the following holds:

$$
\begin{equation*}
u_{\theta}\left(x_{1}, x_{2}\right)=u_{\theta}\left(x_{1},-x_{2}\right)=-u_{\theta}\left(-x_{1}, x_{2}\right) . \tag{3.6}
\end{equation*}
$$

Set

$$
T=\Omega \cap T_{1}, \quad \Gamma_{1}=\partial \Omega \cap\left\{x_{1}>0\right\} .
$$

(3.5) and (3.6) imply

$$
\begin{equation*}
u_{\theta}=0 \quad \text { on } T, \quad u_{\theta} \leq 0 \quad \text { on } \Gamma_{1} . \tag{3.7}
\end{equation*}
$$

Choose an $r$ such that $\min _{x \in \partial \Omega}|x|<r<\max _{x \in \partial \Omega}|x|$, and consider the curve $\sigma:[0, \pi / 2] \rightarrow \bar{Q}, \quad \sigma(t)=r(\cos t, \sin t)$. There is a $t_{1} \in(0, \pi / 2)$ such that $\sigma\left(\left(0, t_{1}\right)\right) \subset \Omega^{*}:=\Omega \cap Q, \sigma\left(t_{1}\right) \in \partial \Omega$. Define $\varphi:\left[0, t_{1}\right] \rightarrow \mathbb{R}, \varphi(t)=u(\sigma(t))$. Since $\varphi(0)=\varphi\left(t_{1}\right)=0$, there is a $t_{0} \in\left(0, t_{1}\right)$ such that $\varphi^{\prime}\left(t_{0}\right)=u_{\theta}\left(\sigma\left(t_{0}\right)\right)=0$. Put $\sigma\left(t_{0}\right)=x \in \Omega^{*}$. Lemma 2.1 implies that
$u_{\theta}$ changes sign near $x$.
Set

$$
\Omega_{1}^{+}=\Omega \cap\left\{x_{1}>0\right\}, \quad V^{+}=\left\{y \in \Omega_{1}^{+}: u_{\theta}(y)>0\right\} .
$$

$V^{+}$is non-empty by (3.8) and $u_{\theta}=0$ on $\partial V^{+}$by (3.7). Hence $V^{+}$is the union of one or more nodal domains of $u_{\theta}$. Since $u_{\theta}$ is skew-symmetric in $x_{1}$, $V^{-}=\left\{\left(x_{1}, x_{2}\right) \in \Omega:\left(-x_{1}, x_{2}\right) \in V^{+}\right\}$also contains at least one nodal domain of $u_{\theta}$. Hence $u_{\theta}$ is at least a second Dirichlet eigenfunction on $V=V^{+} \cup V^{-}$, that is $\lambda_{1}\left(\Omega_{2}^{+}\right) \geq \lambda_{2}(V)$. Again, by (3.8), we have int $(\Omega \backslash V) \neq \varnothing$, and so, by domain monotonicity, $\lambda_{2}(V)>\lambda_{2}(\Omega)$, and $\lambda_{1}\left(\Omega_{2}^{+}\right)>\lambda_{2}(\Omega)$ is proved.

Put now $E=E\left(\lambda_{2}\right)=$ the eigenspace corresponding to $\lambda_{2}(\Omega)$. We proceed by decomposing $E$ into subspaces according to the symmetry properties of the eigenfunctions.

Let $A_{1}, A_{2} \in O(2, \mathbb{R})$ be the reflections in $T_{1}$ and $T_{2}$ respectively and define

$$
\begin{aligned}
& E_{1}^{+}=\left\{u \in E: u=u \circ A_{1}\right\}, \quad E_{1}^{-}=\left\{u \in E: u=-u \circ A_{1}\right\}, \\
& E_{2}^{+}=\left\{u \in E: u=u \circ A_{2}\right\}, \quad E_{2}^{-}=\left\{u \in E: u=-u \circ A_{2}\right\}, \\
& E_{1,2}=E_{1}^{+} \cap E_{2}^{-}, \quad E_{2,1}=E_{1}^{-} \cap E_{2}^{+}, \quad E_{s}=E_{1}^{+} \cap E_{2}^{+}, \quad E_{p}=E_{1}^{-} \cap E_{2}^{-} .
\end{aligned}
$$

Since

$$
E=E_{1}^{+} \oplus E_{1}^{-}=E_{2}^{+} \oplus E_{2}^{-} \quad \text { (direct sums), }
$$

we have

$$
E=E_{s} \oplus E_{1,2} \oplus E_{2,1} \oplus E_{p} \quad \text { (direct sum). }
$$

An element of $E_{p} \backslash\{0\}$ would have at least four nodal domains; hence $E_{p}=\{0\}$ and the following decomposition holds:

$$
\begin{equation*}
E=E_{s} \oplus E_{1,2} \oplus E_{2,1} . \tag{3.9}
\end{equation*}
$$

Each $u \in E_{1,2}$ is a Dirichlet eigenfunction on $\Omega_{2}^{+}$, and hence $u \mid \Omega_{2}^{+}$must be a first eigenfunction, otherwise $u$ would have four nodal domains in $\Omega$. An analogous argument holds for $E_{2,1}$. Thus

$$
\begin{equation*}
\operatorname{dim} E_{1,2} \leq 1, \quad \operatorname{dim} E_{2,1} \leq 1 . \tag{3.10}
\end{equation*}
$$

THEOREM 3.4. Suppose $\Omega$ satisfies the hypotheses of Theorem 3.3 and that in addition $\Omega$ is convex with respect to $x_{2}$. Then $\lambda_{2}(\Omega)$ is simple and $N\left(u_{2}\right)=\Omega \cap T_{1}$.

Proof. Assume there exists an eigenfunction $u \in E_{s}$. By Payne's result [5], $\overline{N(u)}$ intersects $\partial \Omega$ in exactly two points $x, y \in \partial \Omega$. By Lemma 3.1, we have $\partial_{v} u(x)=\partial_{v} u(y)=0$. As $N(u)$ consists of one embedded arc only, $\partial_{v} u$ changes sign near $x$ and $y$. But also $\partial_{v} u$ is symmetric with respect to $T_{1}$ and $T_{2}$. Hence $x$ and $y$ cannot lie on the axes and so there are four points on $\partial \Omega$ in which $\partial_{v} u$ vanishes. This is impossible, and so $E_{s}=\{0\}$ By Theorem 3.3, $E_{1,2}=\{0\}$ and we obtain $E=E_{2,1}$. Finally, $\operatorname{dim} E_{2,1} \leq 1$ and $\operatorname{dim} E \geq 1$ ensure that $\lambda_{2}(\Omega)$ is simple.

## REFERENCES

[1] Cheng, S.-Y., Eigenfunctions and nodal sets. Comment. Math. Helvetici 51 (1976), 43-55.
[2] Courant, R. and Hilbert, D., Methods of Mathematical Physics. vol 1, Interscience Publishers, New York 1953.
[3] Gilbarg, D., and Trudinger, N. S., Elliptic Partial Differential Equations of Second Order. Second Edition, Springer, Berlin 1983.
[4] Lin, C.-S., On the second eigenfunctions of the Laplacian in $\mathbb{R}^{2}$. Comm. Math. Phys. 111 (1987), 161-166.
[5] Payne, L. E., On two conjectures in the fixed membrane eigenvalue problem. Z. Angew. Math. Phys 24 (1973), 721-729.
[6] Shen, C. L., Remarks on the second eigenvalue of a symmetric simply connected plane region. SIAM J. Math. Anal. 19 (1988), 167-171.
[7] Yau, S.-T., Seminar on Differential Geometry. Princeton University Press, 1982.
FB9 Universität des Saarlandes,
D-6600 Saarbrücken
Received February 13, 1989

