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An effective universality theorem for the Riemann zeta function

Youness Lamzourif Stephen Lester and Maksym Radziwill*

Abstract. Let 0 < r < 1/4, and f be a non-vanishing continuous function in |z| < r, that

is analytic in the interior. Voronin's universality theorem asserts that translates of the Riemann

zeta function Ç(3/4 + z + it) can approximate / uniformly in |z| < r to any given precision e,

and moreover that the set of such l g [0, T] has measure at least c(e)T for some c(e) > 0,

once T is large enough. This was refined by Bagchi who showed that the measure of such

t [0, T] is (c(e) + «(1))7\ for all but at most countably many e > 0. Using a completely
different approach, we obtain the first effective version of Voronin's Theorem, by showing that
in the rate of convergence one can save a small power of the logarithm of 7". Our method is

flexible, and can be generalized to other L-functions in the t-aspect, as well as to families of
L-functions in the conductor aspect.

Mathematics Subject Classification (2010). I 1M06.

Keywords. Riemann zeta function, universality.

1. Introduction

In 1914 Fekete constructed a formal power series Y2T=\ anxn with the following
universal property: For any continuous function / on [—1, 1] (with /(0) 0) and

given any s > 0 there exists an integer N > 0 such that

In the 1970s, Voronin [14] discovered the remarkable fact that the Riemann zeta-

function satisfies a similar universal property. He showed that for any r < any
non-vanishing continuous function / in \z\ < r, which is analytic in the interior, and

for arbitrary s > 0, there exists a T > 0 such that

Voronin obtained a more quantitative description of this phenomena, stated below.

*The hrst and third authors are partially supported by Discovery Grants from the Natural Sciences and

Engineering Research Council of Canada.

< £.

max £(| + iT + z) - f(z) < s. (1.1)
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Voronin's universality theorem. Let 0 < r < | be a real number. Let f be a

non-vanishing continuous function in \z\ < r, that is analytic in the interior. Then,

for any e > 0,

where meas is Lebesgue's measure on M.

There are several extensions of this theorem, for example to domains more general
than compact discs (such as any compact set A" contained in the strip 1/2 < Re(.v) < 1

and with connected complement), or to more general L-functions. For a complete
history of this subject, we refer the reader to [11],

The assumption that f(z) / 0 is necessary: if / were allowed to vanish then

an application of Rouche's theorem would produce at least x T zeros p ß + iy
of /(a) with ß > ~ + s and T < y < 2T, contradicting the simplest zero-density
theorems.

Subsequent work of Bagchi [ 11 clarified Voronin's universality theorem by setting
it in the context of probability theory (see [7] for a streamlined proof). Viewing
£(| + it + z) with t e [T,2T] as a random variable Xt in the space of random

analytic functions (i.e A/(z) /(| + iUr + z) with Uj uniformly distributed
in [T, 27"]), Bagchi showed that as T -» oo this sequence of random variables

converges in law (in the space of random analytic functions) to a random Euler

product,

with {X(p)}p a sequence of independent random variables uniformly distributed on
the unit circle (and with p running over prime numbers). This product converges
almost surely tor Re(.v) > | and defines almost surely a holomorphic function

in the half-plane Re(.v) > <t0 for any rr0 > ^ (see Section 2 below). The

proof of Voronin's universality is then reduced to showing that the support of
t(.v + 3/4, X) in the space of random analytic functions contains all non-vanishing
analytic/ : {z : \z\ < r} —> C \ {0}. Moreover it follows from Bagchi's work that the

limit in Voronin's universality theorem exists for all but at most countably many e > 0.

In this paper, we present an alternative approach to Bagchi's result using methods
from hard analysis. As a result we obtain, for the first time, a rate of convergence in

Voronin's universality theorem. We also give an explicit description for the limit in
terms of the random model /(.v, X).

Theorem 1.1. Let 0 < r < Let f be a non-vanishing continuous function on

\z\ < (r + 1 /4)/2 that is holomorphic in \z\ < (r + l/4)/2. Let co be a real-valued

continuously differentiable function with compact support. Then, we have:

lim inf — • meas
T^oo T

T < t < 2T : max |£(| + it + z) — f{z)\ < e> > 0, (1.2)
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1 f2T / i\- col max £(§ + it + z) - /(z)|) dt
I JT v|z|<r '

E(co( max (f +z,X)~ /(z)|)) + 0((log
V \ |z|<r ''

where the constant in the O depends on /, m and r.

If the random variable Yrj max|z|<r |£(| + z, X) — f(z)| is absolutely
continuous, then it follows from the proof of Theorem 1.1 that for any fixed s > 0

we have

— • meas|t < t <2T : max |£(| + it + z) — /(z)| < e|
T ' |z| <r

'

I

P( max |£(f + z,X)~ f(z)I < s) + 0((log 7,)-(3/4_r)/u+o(1)).
|z| <r

Unfortunately, we have not been able to even show that Yrj has no jump
discontinuities. We conjecture the latter to be true, and one might even hope that Yrjis absolutely continuous.

A slight modification of the proofofTheorem 1.1 allows for more general domains
than the disc |z| < r. Furthermore, if co > l(o,£) (where Is is the indicator function
of the set S), then it follows from Voronin's universality theorem that the main term
in Theorem 1.1 is positive. Explicit lower bounds for the limit in 1.2) (in terms of e)

are contained in the papers of Good [3] and Garunkstis [2].
Our approach is flexible, and can be generalized to other L-functions in the t-

aspect, as well as to "natural" families of L-functions in the conductor aspect. The

only analytic ingredients that are needed are zero density estimates, and bounds on the

coefficients of these L-functions (the so-called Ramanujan conjecture). In particular,
the techniques of this paper can be used to obtain an effective version of a recent
result of Kowalski [7|, who proved an analogue of Voronin's universality theorem
for families of L-functions attached to GL2 automorphic forms. In fact, using the

zero-density estimates near 1 that are known for a very large class of L-functions
(including those in the Selberg class by Kaczorowski and Perelli [6J, and for families
of L-functions attached to GLn automorphic forms by Kowalski and Michel 18]), one

can prove an analogue of Theorem 1.1 for these L-functions, where we replace 3/4
by some a < 1 (and r < 1 — cr).

The main idea in the proof of Theorem 1.1 is to cover the boundary of the disc

|z| < r with a union of a growing (with T) number of discs, while maintaining
a global control of the size of |£'(.v + z)| on |z| < r. It is enough to focus on
the boundary of the disc thanks to the maximum modulus principle. The behavior
of 0(.v + z) with z localized to a shrinking disc is essentially governed by the

behavior at a single point z z,- in the disc. This allows us to reduce the problem to

understanding the joint distribution of a growing number of shifts fog / (,v + z, with
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the Zi well-spaced, which can be understood by computing the moments of these

shifts and using standard Fourier techniques.

It seems very difficult to obtain a rate of convergence which is better than

logarithmic in Theorem 1.1. We have at present no understanding as to what the

correct rate of convergence should be.

2. Key ingredients and detailed results

We first begin with stating certain important properties of the random model £(.s\ X).
Let {X(p)}p be a sequence of independent random variables uniformly distributed
on the unit circle. Then we have

log( *(/>)\ X(P)
1 — —— + hx(p,s),

ps ps

where the random series

^~^hx{p,s), (2.1)

converges absolutely and surely for Re(.v) > 1/2. Hence, it (almost surely) defines

a holomorphic function in ,v in this half-plane. Moreover, since E(X(p)) 0 and

E(|3f(p)|2) 1, then it follows from Kolmogorov's three-series theorem that the

series

v ^ X(p)
J2 (2-2)
Z—J pi
p

is almost surely convergent for Re(.v) > 1/2. By well-known results on Dirichlet
series, this shows that this series defines (almost surely) a holomorphic function on
the half-plane Re(.v) > rr0, for any <t0 >1/2. Thus, by taking the exponential of the

sum of the random series in (2.1) and (2.2), it follows that 'Ç(s, X) converges almost

surely to a holomorphic function on the half-plane Re(.v) > <t0, for any <t0 >1/2.
We extend the X(p) multiplicatively to all positive integers by setting X(l) 1

and X(n) := X(p\)a1 • • X(pk)ak, if n paxx pakk. Then we have

„ / \ 1. if m n,
E[X(n)X(m)) < (2.3)

/(), otherwise.

Furthermore, for any complex number ,v with Re(.v) > 1/2 we have almost surely
that

n 1
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To compare the distribution of £(,v + i t) to that of £(,v, X), we define a probability
measure on [T, 2T] in a standard way, by

Pr(5) := ^meas(S'), for any S ç [T,2T],

The idea behind our proof of effective universality is to first reduce the problem
to the discrete problem of controlling the distribution of many shifts log £(.v7 + it)
with all of the sj contained in a compact set inside the strip è< Re(.v) < 1. One

of the main ingredients in this reduction is the following result which allows us to
control the maximum of the derivative of the Riemann zeta-function. This is proven
in Section 4.

Proposition 2.1. Let 0 < r < 1/4 be fixed. Then there exist positive constants hi,
h2 and h2 (that depend only on r such that

Pr( max |£'(f + it + z) \ > ev) « exp - hi K1/(1-ff(r»(log Vf{r)l{x~a(r)))
s \z\<r '

whereo(r) |—r, uniformlyfor V in the range h2 < V < 63 (log 7") '~°/(log log T).

We also prove an analogous result for the random model /(.v, X). which holds for
all sufficiently large V.

Proposition 2.2. Let 0 < r < 1/4 he fixed and n (r | — r. Then there exist

positive constants h\ and h2 that depend only on r such thatfor all V > h2 we have

P( max |Ç'(| +z, X)\ > ev) « exp - hx F1/(1-a(r))(log V)a(r)l(l~a{r))).
V|z|<r /

Once the reduction has been accomplished, it remains to understand the joint
distribution of the shifts

{log £(.vj +it), log £Cs2 + it),..., log £(,sj + it)}

with ./ ^ oc as 7' -2- oc at a certain rate, and .V| sj are complex numbers with
1/2 < Re(.sy < 1 for all j < J. Heuristically, this should be well approximated by
the the joint distribution of the random variables

{log £(.V,, X), log Z(s2, X),..., log Z(s/, X)}.

In order to establish this fact (in a certain range of J), we first prove, in Section 5,

that the moments of the joint shifts log / (sj +it) are very close to the corresponding
ones of log /(.vy, X), for j < ./.
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Theorem 2.3. Fix 1/2 < op < 1. Let ,s'i, ,v2,..., s,t, ri ri be complex numbers

in the rectangle oQ < Re(z) < 1 and |Im(z)| < J'(cro-i/2)/4 Then, there exist

positive constants C3,C4,Cs and a set 8(T) C [T,2T] of measure « Tl~°3, such

that ifk,t < c'4 log T/ log log T then

k t
f fl lo8^sv + 'o) f] log t,{rj + it)\ dt

J[T,2T]\8(T) \jj[ / V
y l /

k t

-((n logtCs^))(niogt(r^))) + O(T^).

Having obtained the moments we are in position to understand the characteristic

function,

d>r(u, v) — exp ^ h[u jRelogt;(sj+it) + Vjlmlogi;(sj+it)) dt,J exp (i ^ ^ (ujRelog^(sj +it) + vjlm\og^(sj +it))^

where u (u\,... ,uj) R7 and v (uj,..., vj) e Ry. We relate the above

characteristic function to the characteristic function of the probabilistic model,

«branciiu, v) := E f exp (i( (ujRelog^(sj,X) + vjlm log Ç(sj,X)
V V Vy=1

This is obtained in the following theorem, which we prove in Section 6.

Theorem 2.4. Fix 1/2 < a < 1. Let T be large and J < (log be a positive
integer. Let s s2 sj be complex numbers such that min(Re(.vy a and

max(|Im(,v7)|) <
1 /2>/4. Then, there exist positive constants c\(o), c2{o), such

that for all u, v e Ry such that max(|uy |), max(|uy |) < ci (rr)(log T)°/ J we have

4>r(u, V) 4>rancl(ll, v) + 0 exp - C2(ct)-
'°g ^

log log T

Using this result, we can show that the joint distribution of the shifts log f (sj + it)
is very close to the corresponding joint distribution of the random variables

log f (sj, Y The proof depends on Beurling-Selberg functions. To measure how
close are these distributions, we introduce the discrepancy tDjfs'i,... ,sj) defined

as

sup
cCJ

PT( log f (Sj + it) e IRj, V/ < J)

— IP1 log t(sj, X) e ,ftj, Vy < J)
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where the supremum is taken over all (311,..., IRj C C J and for each j 1,..., 7
the set ,Rj is a rectangle with sides parallel to the coordinate axes. Our next theorem,

proven in Section 7, states a bound for the above discrepancy. This generalizes
Theorem 1.1 of [10], which corresponds to the special case 7 1.

Theorem 2.5. Let T be large, 1/2 < n < 1 be fixed and J < (log 7')ff/2 be a

positive integer. Let ,vi, Si, sj be complex numbers such that

\ < a
j

:= min Re(.vy)) < max (Re(.vy)) < 1 and max (| Im(\y)|) < T^a 2V4.

Then, we have
J2

S)T(s\ ...,sj) <<.
(log TY

With all of the above tools in place we are ready to prove Theorem 1.1. This is

accomplished in the next section.

3. Effective universality: Proof of Theorem 1.1

In this section, we will prove Theorem 1.1 using the results described in Section 2.

First, by the maximum modulus principle, the maximum of |£(| + it + z) — /(z)|
in the disc {z : |z| < r} must occur on its boundary {z : \z\ r}. Our idea consists

of first covering the circle |z| r with 7 discs of radius s and centres zy, where

zj e {z : \z\ ~ r} for all 1 < j < 7, and 7 x \/e. We call each of the discs £)j.
Then, we observe that

max |t(f + it +zj) - f{zfi)\ < max |£(§ + it + z) - f(z)\
j<J \z\<r

1 „ (3-1)
< max max + it + z) — f(z)

j<J ze£);

Using Proposition 2.1, we shall prove that for all j < J (where 7 is a small power
of log T) we have

max |£(f + it + z) - /(z)| « |£(f + it + zj) - f(zj)\

for all t e [7', 27"] except for a set of points t of very small measure. We will then

deduce that the (weighted) distribution of max|z|<r |t(| + it + z) - /(z)I is very
close to the corresponding distribution of maxj<j |£(| + it + zj) — /(zy)|, tor
t [7\ 27"]. We will also establish an analogous result for the random model £ (s, X)
along the same lines, by using Proposition 2.2 instead of Proposition 2.1. Therefore,
to complete the proof of Theorem 1.1 we need to compare the distributions of

max |£(| + it +Zj)-f(zj)\ and max |£(f + zy-, X) - f(zj)\.
J — J J
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Using Theorem 2.5 we prove the following:

Proposition 3.1. Let T be large, 0 < r < 1 /4 and J < (log T)'3/4-'-)/7 be a positive
integer. Let z\,... ,zj be complex numbers such that \zj \ < r. Then we have

Fornax |£(f + it + zj) - f(zj)\ < u^j

- f(-IUI + os) - fCi) I ^ »)| «»

Proof. Fix a positive real number u. Let Aj(T) be the set of those t for which

arg Ç(I + it + zj) | < log log T

for every j < J. Since

Re(| + it + zj) > I — r and Im(| + it + zj) t + 0(1),

then it follows from Theorem 1.1 and Remark 1 of [9] that for each j < J we have

Pr(|arg£(f + it + zj) | > log log 7") « exp - (log log T)(4+r) ')
1 (3.2)

<<:
dog Tf

Therefore, we obtain

j
Pt{[T,2T]\Aj(T)) < £>r(|aig£(f+ if+ z,-)| >loglogT)

7 1

J 1

<<:
(log T)4

K<
(log T)2

and this implies that

Pr( max |t(| + it + zj) - /(z/)| < u)

Py ^max |£(f + it + zj) - f(zj)\ <u, t e Aj(T)^

+°(ö^yM
For each j < J consider the region

Uj {z : \ez - f(zj)I < u |Im(z)| < log log T).

We cover Uj with K x area(Uj)/e2 x (loglogT)/e2 squares Sijx with
nonempty intersection with Uj, and with sides of length e e(T), where £ is a small
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positive parameter to be chosen later. Let JCj denote the set of A' e {1,2 K}
such that the intersection of !Rjtk with the boundary of Uj is empty and write JCj
for the relative complement of JCj with respect to {1,2 K). Note that

\<KCj \ x log log T/e. By construction,

U ,<Rhk) C Uj C (J Sij,k).
keJCj k<K

Therefore the RHS of (3.3) can be expressed as

IV(V./ < J, VA < K : log + it + zj) jRjk) + 6? i,

where by Theorem 2.5

Si « E E Pr(l°g£(! + it + Zj) G 'Rj,k)
j<J keX'j

« E E (P('ogf(! + ZJ>X) e %*) +
(log 7^)3/4—r

(3.4)
i<J lc£JCy

« J
'°g '°ë T (g2 + I Y

£ V (log 7)3/4 r J

and in the last step we used the fact that log£(s, X) is an absolutely continuous
random variable (see for example Jessen and Wintner |5J). We conclude that

IV( max |£(| + it + zj) - f(zj)\ < uj

IV(V./ < J, Vk < K : logtd + lt + zi) G %*)
J log log 7 \

+ 0(£y,OglOgr+£(10g 7)3/4-0- (3'5)

Additionally, it follows from Theorem 2.5 that the main term of this last estimate

equals

P(Vy <J,Vk<K:logfd+ Z,,X)Xhk) + 0(7gp!). (3.6)

We now repeat the exact same argument but for the random model £(,v, X instead

of the zeta function. In particular, instead of (3.2) we shall use that

P(|arg£(| + zj, V)| > log log 7) « exp - (log log 7)(1/4+0

1

<<C

(log 7)4'



718 Y. Lamzouri, S. Lcslcr and M. Radziwill CMH

which follows from Theorem 1.9 of [9], Thus, similarly to (3.5), we obtain

P(V/ < J, Wk < K : log£(| + zj, X) e lRj%k)

'(max |£(§ + zj,X) - f(zj)\ < uj

J log log T
-\- 0\eJ log log T +

f (log T)3/4 r J

Combining the above estimate with (3.5) and (3.6) we conclude that

Pr(max |£(f + it + zj) - f(zj)| < uj

P(max |C(| + zj, X) - f(zj)\ < uj

+ o[jy*%E+eJWogr).
,e4(log T)3/4

Finally, choosing

j log log T y/5
\ (log T)3?4~r J

completes the proof.

Proofof Theorem 1.1. We wish to estimate

] r2T

T f (o(ma\ |f(| + it + z) - /(z)|) dt (3.7)
JT v|z|5/- /

with / an analytic non-vanishing function, and where w is a continuously
differentiable function with compact support.

Recall that the maximum of |£(| + it + z) — f(z)\ on the disc {z : \z\ < r}
must occur on its boundary {z : |z| r), by the maximum modulus principle. Let
s < (1 /4 — r)/4 be a small positive parameter to be chosen later, and cover the circle
\z\ r with ixl/s discs S)j of radius e and centres z7, where zj e {z : \z\ r}
for all j < J.

Let S\/(T) denote the set of those t e [T, 2T] such that

max
|z|<(r + l/4)/2

\ï(\+it+z)\ <e*

where V < log log T is a large parameter to be chosen later, and let

L := max \f'{z)\.
|z|<(r+l/4)/2 '
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Then for t e Sy(T), and for all z e £)j we have

I £ (I + i1 + z) - f(z) - (£(f + it + zj - f(zj I

\ f Ç'd + ît+ s)~ f'(s)ds
I Jzj

<\z-Zj\-( max [£'(| + it + z)| + L)^ |z|<(r+l/4)/2 V4 " /
< s(ev + L) < Csev,

for some large absolute constant C, depending at most on L. Define

(9(0 := max |£(f + it + z) - f(z)\ - max |£(f + it + zj) - f(zj)|.
\z\<r J <J

Then, it follows from (3.1) and (3.8) that for all t e Sy(T) we have

0 < 6(t) < Csev. (3.9)

Therefore, using this estimate together with Proposition 2.1 and the fact that co is

bounded, we deduce that (3.7) equals

]- [ m(max |£(f + it + zj) - /(zy)| + 0(t)) dt + 0(e v~)
r Jte#v(T) J—J '

~ [ o>( max |£(f + it + zj) - f(zj)|) dt + 0(\82\ + e~v')
1 JteSy(T) v J<J '
i r2T / \

j Jt m(max |£(f + it + zj) - /(zy)|j dt + 0(|S2| + e~v

where

-m
>v(T)

1 r r6(t)
82 — / / £"'( max |£(| + it + zj) - f(zj)\ + x) dx • dt <<C sev,

1 Jte8v(T) Jo \j<J >

using the fact that to' is bounded on M together with (3.9).
Furthermore, observe that

Y j I?(I + lt + zJ) ~ f(zM)
j p2T /»oo

T JT Jmax
y - ' Iff5

dt

j\i(i+it+Zj)-f(zj)\
a)'(u) du dt

(3-")
/ co'(u) Pt( max |£(| + it + zj) — f(zj) | < u) du.

Jo i-J '
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Since co has a compact support, then a>'(w) 0ifw > A for some positive constant A.

Furthermore, it follows from Proposition 3.1 that for all 0 < u < A we have

Vt( max |£(| + it + zj) - f(zj)\ <u)
^ j^J '

p(max IÇ(2 + zj. X) - /<;,)| < u) +

Inserting this estimate in (3.11) gives that

I /.2 T

J «(max |t(| + it + zj) - f(zj)\) dt

— f w'(u) • p(max |£(| + Zj, 3f) — /(z/)| < u) du
Jo \j<J '

/(j iogiogr)6/5\
+

(log T)W*-rV5 J (3-12)

I«! + *i-x) - /«)!)) + °(((togr)w2,/5)-

To finish the proof, we shall appeal to the same argument used to establish (3.10),
in order to compare the (weighted) distributions of

max |£(f + Zj,X) - f(zj)\ and max |£(f + z, X) - /(z)|.
i<J |z| <r

Let Sv(X) denote the event corresponding to

max im +z,X)\ <ev,
|z|<(r+l/4)/2 V4 71

and let Sy(X) be its complement. Then, it follows from Proposition 2.2 that

f{8y{X)) <sC exp(—V2). Moreover, similarly to (3.8) one can see that for all
outcomes in Sy(X) we have, for all z 3)j

\S{\+z,X)-f(z)-{S{\+Zj,X)-f{zj))\
I fZ Ç'(l+s,X)-f'(s)ds
\ Jz;

«
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Thus, since the maximum of |£(| + z, X) — f(z)\ for |z| < r occurs (almost surely)
on the boundary |z| r, then following the argument leading to (3.10), we conclude
that

E(m(max|C(| + z,X)-f(z) |))

E(lsv(X)Co( max |f (f + z,X)- /(z)|)) + 0(e~y2)
\ \ \z\<r ''

E(l£KWm(max |£(f +zj, X) - f(z)+ 0(sev + e~y2)

max |£(f + Zj,X) - /(z)|)) + 0(eev + e~v").

Finally, combining this estimate with (3.10) and (3.12), and noting that i x 1/swe
deduce that

1 f2T / i\
— o)( max |£(§ + it + z)-f(z)\)dtI Jt Mzlf '

E(m(max |£(f + z, *) - /(z)|))

J v -K2 J (loglogT)6/5 W+ 0{Ee +e +0V£6/5(l0gr)(3/4-r)/5jJ-

Choosing e (log 7")~(3/4-r)/11 and V 2>/log log T completes the proof.

4. Controlling the derivatives of the zeta function and the random model:
Proofs of Propositions 2.1 and 2.2

By Cauchy's theorem we have

|f'(! + 't + z)\<]- max |£(f + it + ,v)|,
0 |J—Z\=0

and hence we get

max |t'(| + it + z)\ < ^ max |f(| + it + s)|. (4.1)
|z|<r 0 |.ï|<r+fl

Therefore, it follows that

fT( max |£'(! + it + z)\ >
V |z|<r '

<PT( max |£(§ + it +s)| > 8ev) (4.2)
s |i|<r+i '

Pt( max log |f(| + it T .v)| > V + logs).
V |i|<r+Ä '
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To bound the RHS we estimate large moments of log£(| + it + s). This is

accomplished by approximating log £(| + it + s) by a short Dirichlet polynomial,
uniformly for all s in the disc {|.v| < r + à'}. Using zero density estimates and large
sieve inequalities, we can show that such an approximation holds for all t e [T, 27],
except for an exceptional set of Us with very small measure. We prove:

Lemma 4.1. Let 0 < r < 1/4 be fixed, and 8 (1/4 — r)/4. Let y < log T be a

real number. There exists a set â(T) C [T,2T] with meas(â('/')) <7 T1~Äy(log 7)5,
such thatfor all t e [T, 2 T] \ â (7) and all |.v| < r + 8 we have

> > \ v- A(") „((]°èy)2]oêT\
log ^(4 +lt+ S> ~ L w3/4+/r+S|ogM

+
J(l/4-r)/2 J"

To prove this result, we need the following lemma from Granville and

Soundararajan |4J.

Lemma 4.2 ([4, Lemma 11). Let y > 2 and \t | > y + 3 be real numbers. Let 1 /2 <
rjQ < 1 and suppose that the rectangle {z : 0*0 < Re(z) < 1, |Im(z) — t \ < y + 2} is

free ofzeros offi(z). Then for any rr with rr0 + 2/log y < a < I we have

logger + it) V /!"' + o( log|,|('0g,-)2V
na log n \ ya a° J

ProofofLemma 4.1. Let op 1 /2 + 8. For j 1,2 let Tj be the set of those

t e [T, 27] for which the rectangle

{z : op < Re(z) < 1, |Im(z) —1| < _y + 1 + /}
is free of zeros of Cfiz). Then, note that T2 ç 7), and for all / e f2, we have

t + Im(.v) e T\ for all |.v| <r+8. Hence, by Lemma 4.2 we have

K3 -, \ A(") ^(0°gy)2loëT\l°g^4+^ + s) _ Ln3/4+I7+,logn + C\ 3,(1/4-0/2 y
for all? e T2 and all |.v| < r + 8. Let N(n. 7) be the number of zeros of / (.v) in the

rectangle a < Re(.v) < 1 and |Im(.v)| < 7. By the classical zero density estimate

N(<j, 7) < 73/2_<T(log 7)5 (see, for example, Theorem 9.19 A of Titchmarsh 112])

we deduce that the measure of the complement of T2 in [7,27] is <$C T1_sy (log T)5.

We also require a minor variant of Lemma 3.3 of [ 10], whose proof we will omit.

Lemma 4.3. Fix 1 /2 < a < 1, and let s he a complex number such that Re(.v) rr,

and |Im(.v)| < 1. Then, for any positive integer k < log 7/(3 log y) we have

\ v A(„) "
:r

/ (yk1 » \
T Jt ^vns+it\ogn V(log k)a

2k / hl-ct \2k
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and

E(|iog«s,x)n«(^2'
for some positive constant <"8 that depends at most on o.

ProofofProposition 2.1. Let p e~v^2. Taking y (log 7')5(|/4-//)
1

in Lemma

4.1 gives for all t £ [T,2T] except for a set with measure pt-(\/4-r)/5
that

A (n)
logt (| +it + *) J2

n<y
n3/4+it+s log n

+ o(i) (4.3)

for all |.s'| < r + p. Furthermore, it follows from Cauchy's integral formula that

2k p / a /„\ x 2k

y^ A(n) \
__

1 f / y^2-, „3/4+it+s log,J 2ni J\z\=r+2n

A («)
,,3/4+ir+z |0g„

dz

z — s

Applying Lemma 4.3 we get that

f2T A(«)
/ I max > rr——/r V |s|<r+rç 4_^ ,,3/4+;r+j\ I I— log«

2£

« I [ - [2T Y —
7 J\z\=r+2r, T JT ^ „3/4+K+*

« e V/2

\z\=r+2r) - * a „5>,

^l-a'(r) \ 2/:

log«

2/t

dt \dz\

(4.4)

^8(r)
(logÄ:)a'(r)

where cr'(r) | — r — 2p, and k < c9 log T/ log log T, for some sufficiently small
constant c9 > 0. We now choose

k |_c6(r)K1/(1-ff(r))(log V)a(r)l(l~a(r))\

(so that kaAU x ka^) where c6(r) is a sufficiently small absolute constant. Using
(4.2) and (4.3) along with Chebyshev's inequality and the above estimate we conclude
that there exists c7(r) > 0 such that

HV(max |£'(f + it + z)\ > ev^j

«Prf max V- A('°
Vblf+'z 771, n,3/4 -H'r+s

nsy log «
> — + T-(l/4-r)/5

« e
/ 4 J.1—o-'(r) \2fc

l72(, thU) + r-(1/4"r)/5
F (log k)a'd)

« exp - c6F1/(1"a(r))(log F)a(r)/(1-ff(r»)

for V < c7(logT/ log log T.
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We now prove Proposition 2.2 along the same lines. The proof is in fact easier
than in the zeta function case, since we can compute the moments of log Ç(s, X), for

any s with Re(.v) >1/2.

ProofofProposition 2.2. Let rj e vI2. Since £(| +.v, X) is almost surely analytic
in |.v| < r + 2rj, then by Cauchy's estimate we have almost surely that

max |£'(f +z,X)\ < ~ max |Ç(| + ,v, X)\.
\z\<r Tj \s\<r-\-r}

Therefore, we obtain

p(max |Ç'(| +z, Y)| > ev) < p( max |Ç(| + s, X) I > rjev)
V |z|<r / V 1^1 <r-f-/7 /\z\<r / V |j|<r+77

I IosCIt + s, 2t)| > •

bl<r+ï7
<P( max |.°gf(J +.V.A-)!

(4.5)

Let A: be a positive integer. By (2.2) log £(| + .v, X) converges almost surely to a

holomorphic function in |.v| < r + 2r]. Using Cauchy's integral formula as in (4.4),
we obtain almost surely that

max I log^(|+.v,X)|) «-/ I l°g^(| + z- ^)|2i ' l^zl-
s\s\<r+v ' t] J\z\=r+2ri

Hence, applying Lemma 4.3 we get

p(lÄ|k>*4l + .v.x)l>y)
/ 2 \ / / n I \ \V) •E((l,gSj1°8«U«.*)1)

«(~) "Vn f e(| log? (I + z, X)|") \dz\ (4.6)
^ J\z\=r+2rj v

I I'llogi)"''" '

where o'(r) — | — r — 2p. Let cr(r) | — r and take

k [c6L1/(1_<T(r))(log L)a(r)/(1_<7('"))J,

where Cf, is sufficiently small (note that ka ^ x kff^r)), then apply (4.6) to complete
the proof.
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5. Moments of joint shifts oflog£(s): Proof of Theorem 2.3

The proof of Theorem 2.3 splits into two parts. In the first part we derive an

approximation to
k

n log 'Ç(sJ + it)
7 1

by a short Dirichlet polynomial. In the second part we compute the resulting mean-
values and obtain Theorem 2.3.

5.1. Approximating ]ly=i '°g K(sj + lO by short Dirichlet polynomials. Fix

1/2 < ct0 < 1, and let S := rr0 — 1 /2. Let k < log T be a positive integer and

xi, S2, .s'yfc be complex numbers (not necessarily distinct) in the rectangle

{z : rr0 < Re(z) < 1 and |Im(z)| < T^4}.

We let s (si,..., Sk), and define

i- / \ \ " rr h(nl)
,<n) ^ P

n\,n2,—,nk>2, 1= 1 &v

n\n2-nk=n

Then for all complex numbers z with Re(z) > 1 — a0 we have

k oo u

ri'og^ + z) J2^r-
t=1 n=1

The main result of this subsection is the following proposition.

Proposition 5.1. Let T be large, S\,..., Sk be as above, and S(T) be as in
Lemma 5.4 below. Then, there exist positive constants a(oo), b(a0) such that if
k < fl(a0)(log T)/ log log T and t e [T, 2T] \ 8(T) then

]~[ logfOy + <0= Y+ o(r-"<»)).
7 1 n<Tst&

This depends on a sequence of fairly standard lemmas which we now describe.

Lemma 5.2. With the same notation as above, we have

m „ (210g«)*
^(w) 5 — •

na0
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Proof. We have

|Fl(")l 5
„<Mtog2)< S lW>

b «I £=1
n\n2—njc =n

2k sr-^ \k (2l0g«)fc
< / A (m) I <
-„fro / ~ 7îffo

m|/i

Lemma 5.3. Let y > 2 ant/|t1 > y + 3 be real numbers. Suppose that the rectangle
{z : no — 5/2 < Re(z) < 1, |lm(z) — t | < y + 2} is free of zeros ojf(z). Then, for
all complex numbers s such that Re(.v) > op — 5/4 and |Im(.v)| < y we have

logt(.v + it) <<ao \og\t\.

Proof. This follows from Theorem 9.6 B of Titchmarsh.

Lemma 5.4. Let S\, be as above. Then, there exists a set 8(T) C [T, 2T]
with measure meas(8 (T)) <8 Tl~s?s, and such that for all t G [7", 27'| \ 8 7' we

have f(sj + it + z) Ofor every 1 < j < k and every z in the rectangle

{z : -5/2 < Re(z) < 1, |Im(z)| < 3Ts/4}.

Proof. For every 1 < j < k, let 8j(T) be the set of t e [T,2T] such that the

rectangle
{z : -5/2 < Re(z) < 1, |Im(z)| < 3Ts/4}

has a zero of /(sj +it + z). Then, by the classical zero density estimate N(o, T) <+

/ 3/2—0 (log T)5, we deduce that

meas(Sy (T)) « Ts/4T2/2"a()+s/2(\og T)5 71_,/4(log T)5.

We take 8 (7 U;=i 8j(T). Then 8 ('/') satisfies the assumptions of the lemma,

since meas(g(T)) « T'^^Oog T)6 «TWe are now ready to prove Proposition 5.1.

ProofofProposition 5.1. Let x + 1/2. Let c 1 — op + 1 / log T and

Y — pS/4_ -['|-)0n 5y perron's formula, we have for t e [T, 27'] \ 8(T)

j pc+iY / k \ ^.z

LtlLr (n'°6«V+"+z>JT«k

_
Fs(n) q(xC sp l^sOOl A

Z_, nit yY ^ «''I log (x/77)1/'
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To bound the error term of this last estimate, we split the sum into three parts:
n < x/2, x/2 < n < 2x and n > 2x. The terms in the first and third parts satisfy
I log(x/«)| > log 2, and hence their contribution is

<<c

A-1"-" ^ |F,(/I)| ^
x'—CT<)

Y
^ |F,(n)| ^ A'-go/y. A(n) V^ nc ~ Y I n°v+c log/? /n=1 Nn l 7

<
x'-nqiogT)" T_h(ao)

Y

or some positive constant if tf(rr0) is sufficiently small. To handle the

contribution of the terms x/2 < n < 2x, we put r x — n, and use that
I log(jc/n)I \r\/x. Then by Lemma 5.2 we deduce that the contribution of
these terms is

<<c
xx-a"{2\ogx)k y. \_ x'~g°(3 logx)*+1

T-b(a(l)
Y r Y

r<x

We now move the contour to the line Re(.v) —5/4. By Lemma 5.4, we do not

encounter any zeros of Ç(sj +i t + z) since? [7, 27] \ 6(7). We pick up a simple

pole at z 0 which leaves a residue Y\j=\ '°8 K(sj + it)- Also Lemma 5.3 implies
that for any z on our contour we have

I log £ (sj + it + z) I < c(ct0) log 7,

for all j where c(ct0) is a positive constant. Therefore, we deduce that

j i-c+iY / k \ Xz
k

2^7 J y (n '°g^'sV + it + Z)J —•dz n lo8 £ (sj +it) + Eu

where

j / r—S/4-iY r-8/4+iY pc+iY x z k x

Ei =—( + + \[Y\\ogt;(sj+it + z)\ — dz
2rci V Jc-iY J-S/4-iY J-8/4+iY V -

1 / 2

« "(cy°ër) + x-s/4(c(rTo) |og Tjk log Y « T~b(ao),

as desired.

5.2. An Asymptotic formula for the moment of products of shifts of log Ç(s).

Proofof Theorem 2.3. Let 8\ (T) and 82(T) be the corresponding exceptional sets for
s and r respectively as in Lemma 5.4, x 7(o"c-1/2)/8, and let 6(7) £?i (7) U£2(7).
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First, note that if t e [T, 2T\ \ S(T) then by Proposition 5.1 and Lemma 5.3 we have

n<x

E~~77^ « (c(oo) log'/y and Y Fr(m)
k m11 « (c(o0) log l'f

for some positive constant c((T0). Then, it follows from Proposition 5.1 that

k \ / t
T1 *

k i
\ fl loS £(sV + ,-o) f fl log Ç(rj + zt))

T J[T,2T]\e(T) V f=\ \ A=1 /
dt

+ o(r-è(ffo)(c(t7o)iogr)max(fc'Q) (5.1)

=f r ^ ^)( ^ ^m")*+o(^w<,"i/2)-
JT \n<LY ' ^ rn Cr 'Kn<x

Furthermore, we have

-2T

T1
17 ' Yw<rr -/ Yw<-r /v

_
-2T

Y Fs(n)Fr(m)i f (*)" dt. (5.2)
« v ^

The contribution of the diagonal terms n m equals J2n<x Fs(n)Fr(n). On the

other hand, by Lemma 5.2 the contribution of the off-diagonal terms n 7^ m is

<
I y (21ogW)*(21og>n)* 1 x3-2g"(21og.v)^ ,/2
F J^x (mi)"» |log(m/n)| T

m^n
(5.3)

since I log(m//t)| 1/x.
Furthermore, it follows from (2.3) that

:( n log £(*;,*))( n log^o-'^)) e^/=i f=i n=t

k

e(
0=1 7 fo i 7 «=1 (5.4)

Y UnfFÄn) + E2,

where

v. (21og#Q*+<
' 2' - E „2a0nz

n>x
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Since the function (log t)&/ta is decreasing for t > exp(/t/a), then with the choice

a (2(T0 — l)/2 we obtain

(21ogx)fe+v^ 1 (2\ogx)k+lE^ E^« XJ «*
n>x

Combining this with (5.2), (5.3), and (5.4) completes the proof.

6. The characteristic function of joint shifts of log £(s)

Proofof Theorem 2.4. Let S(T) be the exceptional set corresponding to the points
.si sj in Lemma 5.4. Let N [c4 log T/(2(log log 7"))] where c4 is defined in
the statement of Theorem 2.3. Then, <t>r(u, v) equals

I exp i (wyRelog£(.v/ + it) + u/Im log £(sj + it)) J J dt
J[T,2T]\S(T) V J J

_|_ Q (<r-l/2)/8^

Urt'j \ (I]Re]og£Cv' +1
A) n- T J[T,2T]\e(T) V jrl
2N-\.„ J

_
\

- -
(6J>

+ Vj Im log £ (sj + i t 1 dt + E3.

where

E3 « T~{a~l/2)/8

+ _Cf2C.(log TryIf (huvtuj+ioifd,. (6.2)(2A>)lf J T JIT2T,:S,r, f "J

by our assumption on the w/'s and vj's where ci ci(a). Now, by Theorem 2.3

along with Lemma 4.3, we obtain that for all 1 < j < J

T f I log £ (ßj +it)\2N dt « E(|log£(xy,V)|2yV)
J[T,2T]\e(T)

(CZ(O)NX~°\2N
V (log NY J '

for some positive constant c8 cg(rx). Furthermore, by Minkowski's inequality we
have

\ r / -t \2N / \j\—a \2N

T
r /A \ Nx~a Y
AWr>(g 1 + i,)|) * « Y <w)
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Therefore, by Stirling's formula we deduce that

2N
-NE^<T^'/2y' + (3c'c'wSw)<<e

if ci is sufficiently small compared to C4 and c8.
Next, we handle the main term of (6.1). Let

iïj — (Uj + iVj)/2 and Vj (u j —ivj)/2.

Then, it follows from Theorem 2.3 that for all 0 < n < 2N — 1 we have

f I '
T
X- f Y] (ujRe log J(sj + it) + vjIm log £(sj + i t))^ dt
I J[T,2T]\S(T) /

è f ("> log?(iV7 + '0 + "7 log£C-v/ + ''))) dt
' J[T,2T]\8(T) VJ"J /

- E ,)lK Il r
ki,...,k2j>0,\ / y l 7=1

A:I H hfciy =n
7 7

X ^ f II l0g ^( V/ + 1 l ))k ' Il IOg ^+ ' ^ )kj+t dt
I J[T,2T]\8{T) j=\ l=\

E [klk2 uu-rnkU-,k2j>o\ 1 2" " ZJ/ 7 1 7=1
\-k2j=n

J

X e( f] (logJCsy.Y))"' f| (logJfv,,Y))*-/+') + 0(T~^ (2cA\ogT)a)n),
7=1 7=1

'

-((é (wyRelog J(.vy, X) + U/Im log J(,V7, Y)) j j
+ 0(7,~C5(2c1(log Tf)n).

Inserting this estimate in (6.1), we derive

~ J J In / / J \n \
<br(u, v) J2 — E E (M7Rel°g t(-v7> x) + «/Im log J(.v7, Y))

„=o n j=1 y '
+ 0(e~N)

$raml(u,v) + £4.
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where

*«+éy.i^r^TaèII «

by (6.3) and Minkowski's inequality. This completes the proof.

7. Discrepancy estimates for the distribution of shifts

The deduction of Theorem 2.5 from Theorem 2.4 uses Beurling-Selberg functions.
For z e C, let

rr/ N /sin^z\2/ ^ sgn(«) 2\ s /sin7rz\2^) (—) E jhrT+-Z) and (Z \~^z~) '

v n——oo y ' 7

Beurling proved that the function B + {x) H(x) + K(x) majorizes sgn(x) and its

Fourier transform has restricted support in (—1, 1). Similarly, the function B~(x)
H(x) — K(x) minorizes sgn(x) and its Fourier transform has the same property (see

Vaaler [ 13, Lemma 5]).
Let A > 0 and a, h be real numbers with a < b. Take â [a,b] and define

Fj(z) - a)) + B~(A(b - z))).

The function Fj has the following remarkable properties. First, we have

0<lj(x)-Fj(x)</if(A(x-ô)) + /f(A(è-x)), (7.1)

for all x G E. For x ^ a, b, this follows from the identity

sgn(A(x - a)) + sgn(A(b - x))
^

together with the inequality B~(x) < sgn(x) < B+(x). Since H(x) and K(x) are

continuous, the restrictions on x can be removed.

Additionally, one has

Fj(£)
+ °(Â)' lfl^l<A' (7.2)Ç

(0, if |£| > A.

The first estimate above follows from (7.1 and the second follows from the fact that
the Fourier transform of B~ is supported in (—1, 1). Before proving Theorem 2.5 we

first require the following lemmas.
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Lemma 7.1. For x G M we have \ Fj (x) | < 1.

Proof. It suffices to prove the lemma for A 1. Also, note that we only need to
show that Fj (x > — 1. From the identity

OO T

F —-—' (n — z)2 Vsinjrz/
n=—oo v '

it follows that for y > 0

H{y) 1 - K(y)G(y), (7.3)

where
OO j

G(y) 2y2^-——-2y-1.t0(y + m)

In Lemma 5 of [13], Vaaler shows for y > 0 that

0 < G(y) < 1. (7.4)

Also, note that for each m > 1, and 0 < y < 1 one has

m
<

rm t

(V + m)3 ~ Jm—\ (y + 03

so that for 0 < y < 1

m f°° t
G'CF) 4y V —2<4y I dt - 2 0. (7.5)

(v + my Jo (y + t)3

First consider the case a < x < h. By (7.3) we get that in this range

Fj(x) - (2 — K(x — a)(G(x — a) + l) — K(h — x)(G(h — x) + l)),

which along with (7.4) implies Fj(x) > — 1 fora < x < h. Now consider the case

x < a. Since H is an odd function (7.3) and (7.4) imply

Fj(x) — a)(G(a — x) — l) — K(h — x)[G(h — x) + l))

> -( — K(x — a) — 2K(x ~ h)),

which is > —1 if K(x — h) < 1/2. If K(x — h) > 1/2 we also have

K{x — a) > K(x — h) and 0 < h — x < 1.

By this and (7.5) we have in this range as well that

Fj(x) > X-{K(x - b)(G{a - x) - G{b - x) - 2)) > -1.

Hence, F,j(x) > — 1 for x < a. The remaining case when x > b follows from a

similar argument.
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Lemma 7.2. Fix 1/2 < a < 1, and let s be a complex number such that Re(.v) a
and I Im(.s)| < Ts'k-fo. Then there exists a positive constant C\ (o) such that

for |w| < c'i (rr)(log T)a we have

(u, 0) <?C exp and <f>r(0, u) exp V
V 5 log u / V 5 log u /

Proof. By a straightforward modification of Lemma 6.3 of [10] one has that

E exp (i m Re log £(5,20)) <5C exp ^
g

and E^exp (iu Im log£(s, X)) j exp ^ — — j.

Using the first bound and applying Theorem 2.4 with J 1 establishes the first claim.
The second claim follows similarly by using the second bound and Theorem 2.4.

Proofof Theorem 2.5. First, we claim that it suffices to estimate the discrepancy over
(SR.i SRj) such that for each j we have

SRj C [ - V'fogT, v/fogT] x [ - Jk^T, y/to^T].

To see this consider (SRi,..., SRj where

SR j SRj n [ - Jk^T, yfk^T] x [ - y/k^T, s/kgT\
It follows that

Ft( log £(sj + it) e SRj, V/ < J)

- Pr(logÇ(.vi -Fit) G SR\, log£(j/ + '0 6 ^j- 2 < j < J)

«: Py( I log Ç (-V i +it)\ > \/log T « exp — y log T),

where the last bound follows from Theorem 1.1 and Remark 1 of of [9]. Repeating
this argument gives

Pr(log£(j/ + it) SRj, V/ <J)~ Pr(logtCu + il) e v7 < J)

« J exp - y7log T

Similarly,

P log £ (sj, X) e SR,. V/ < J)-P(\ogl;(sj,X) e SRj, V/ < J)

<<C J exp - yiog T

Hence, the error from restricting to (SR\,... ,SRj) is negligible and establishes the

claim.
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Let
A ci(a)(log T)a / J and Rj [aj,bj] x [cj.dj]

for j 1 J, with

I hj - fly |, \dj Cy | < 21/log7\

Also, write âj [cij,bj] and frj [cj,dj]. By the Fourier inversion, (7.2), and

Theorem 2.4 we have that

1 r2T J

t / FI (Rel°gt(v +iO)^/(1m|°g£Csy +it))dt' Jt 7=1

J^2j f] (u j) (vj )j<I>T(u,v)dudv

/ (0 J (uj)F$i / "Lrarul(u- \)dud\
l"/Uv./l<A, 7-1

+ 0((2Av^)2Axp(-|^|L))

E n (Re k)8^ ' x)) (Im lo8 ^A'V >*»)

+ 0fexp(- ^\ pv 2 log log r y ;
Next note that K(%) max(0, 1 — |£|). Applying the Fourier inversion,

Theorem 2.4 with 7 1, and Lemma 7.2 we have that

1 C2T
— / A^A • (Relog^(.v + it) — a)) dt
T Jt

i£ (' - x « 4.

where a is an arbitrary real number and .v £ C satisfies <r < Re(s) < 1 and

I Im(.v)| < T^a~^\ By this and (7.1) we get that

1 f2T
— FS] (Relogé + it)) dt

1 f2T
j;jT Re log Ç(si+it))dt + 0(\/A). (7.7)
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Lemma 7.1 implies that | Fj (x) |, | F$j (x) | < 1 for j 1,..., J. Hence, by this
and (7.7)

1 f2T —

r / n F*J (Rel°gtCçf + (lmlogÇ(iV + it)) dt
T Jt 7=I

l c2T

T Jr
Re|()g7(V + it))F$i Im log/(.v, + it))

j
x n Fij(Re]°êÇ(sj + ")) 'm log/(.sy +it))dt + 0(1/A).

7=2

Iterating this argument and using an analog of (7.7) for Im log/(.v + it), which is

proved in the same way, gives

1 f2T J

777 / n Fjj Relog£(Ä7 + ' 0)F$j Im log £(sj + it)) dt
T JT

7=1

Pr log £(sj + it) Slj, Wj <J) + 0(7/A). (7.8)

Similarly, it can be shown that

e( n Rel°g tCv7 > X))F$j (im log /(.v7, 3f))^
7 1

'

P( log /(.vy, X) e Jtj, Wj < 7) + 0(7/A). (7.9)

Using (7.8) and (7.9) in (7.6) completes the proof.
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