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# REPRESENTATIONS OF COMPACT GROUPS AND SPHERICAL HARMONICS 

by R. R. Coifman and Guido Weiss ${ }^{1}$ )<br>To the memory of Jean Karamata ${ }^{2}$ )

## § 1. Introductory Remarks

Special functions (in particular, spherical functions) associated with compact groups have been introduced by many authors. See, for example, E. Cartan [4], Dieudonné [5], Godement [6], Vilenkin [11], Weyl [12]. The principal motivation of these authors has been to extend classical results. Our purpose, on the other hand, is to show how these classical results can be obtained in simple and elegant ways by making use of the basic tools of the theory of representations of compact groups. In the usual treatments of the properties of special functions that we derive (see, for example, Bateman et al. [1]) much use is made of the theory of functions and other analytical tools. We do not use the theory of functions at all. For that matter, very little else in analysis is used, and, given the few basic facts of the theory of representations of compact groups listed below, our development is of an elementary algebraic nature. We refer the reader to the fourth chapter of Stein and Weiss [10] for a development of some of these classical results that exploits, in a somewhat different way, the action of the rotation group $S O(n)$ on $n$-dimensional Euclidean space $\mathbf{R}^{n}$.

This article is of an expository nature. Probably, few of the results obtained are new. Moreover, some of the methods that we use are known. On the other hand, this treatment of spherical harmonics is not readily available. Yet, it is not solely because of this last mentioned fact that we feel this article should be published; three other reasons motivated our efforts. First, the theory developed is especially elegant. Secondly, many seemingly unrelated topics are brought together. For example, two

[^0]different inner products that are often used in the space of spherical harmonics of degree $k$ (to be defined later) are shown to be constant multiples of each other (this is relation (3.17) of §3). Perhaps, in this sense, we introduce new material. Thirdly, this development can be of use as a guide to those who want to study more abstract problems in the theory of compact groups.

We would like to take this opportunity to thank Mrs. Mei Chen and Mr. Edward Wilson who have read the manuscript and made several useful suggestions.

Aside from the standard theorems in measure theory, we shall assume that the reader is familiar with those facts that are usually associated with the Peter-Weyl theorem. More precisely, we shall state without proof theorems (1.1) and (1.3) below. We refer the reader to Pontriagin [7] or Pukanszky [8] for these proofs.

Suppose $G$ is a compact group. A representation of $G$ is a continous map, $u \rightarrow T(u)$, of $G$ into the class of unitary or orthogonal ${ }^{1}$ ) operators (depending on whether we are dealing with the complex or real case) on a Hilbert space $H$ that satisfies the relation $T(u v)=T(u) T(v)$ for all $u$ and $v$ in $G$. We shall sometimes write $T_{u}$ instead of $T(u)$.
$L^{2}(G)$ denotes the space of all complex valued functions $f$ on $G$ satisfying

$$
\int_{G}|f(u)|^{2} d u<\infty,
$$

where dụ is the element of Haar measure on $G$, which we assume to be so normalized that $\int_{G} d u=1$. We adopt the usual convention of also letting the symbol $L^{2}(G)$ denote the Hilbert space of all equivalence classes of square integrable function on $G$, where two such functions are said to be equivalent provided they are equal almost everywhere. When $H=L^{2}(G)$ the mapping $u \rightarrow R_{u}$, where $\left[R_{u} f\right](v)=f\left(u^{-1} v\right)$ is easily seen to be a representation of $G$; it is called the (left) regular representation of $G$. The function $f_{u}$ whose value at $v$ is $f\left(u^{-1} v\right)$ is called the (left) translate of $f$ by $u$. Thus, $R_{u} f=f_{u}$ for $f \in L^{2}(G)$ and $u$ in $G$.

If the representation $T$ acts on the Hilbert space $H$, a subspace $M \subset H$ is said to be invariant under the action of $T$ if $T_{u} s \in M$ for all $u \in G$ whenever $s$ belongs to $M$. It follows immediately from the facts that $T_{u}$ is unitary and that the adjoint, $T_{u}^{*}$, of $T_{u}$ is $T_{u^{-1}}$, that $M^{\perp}$, the orthogonal

[^1]complement of $M$, is invariant whenever $M$ is invariant. If $\{0\}$ and $H$ are the only invariant subspaces, then the representation $T$ is said to be irreducible. A basic result in the theory of representations of compact groups is

Theorem (1.1). If the representation T , acting on the Hilbert space H , is irreducible then H is finite dimensional.

Suppose $\left\{e_{1}, e_{2}, \ldots, e_{d}\right\}$ is an ortho-normal basis of the Hilbert space $H$ of dimension $d$ and $L$ a linear transformation of $H$ into itself. The matrix $A=\left(a_{i j}\right)$ of $L$ with respect to this basis is defined by the equations

$$
L e_{i}=\sum_{i=1}^{d} a_{j i} e_{j}, \quad i=1,2, \ldots, d
$$

thus, the $i^{\text {th }}$ column of $A$ consists of the coefficients needed to express $L e_{i}$ in terms of the basis $\left\{e_{1}, e_{2} \ldots, e_{d}\right\} . A^{*}=\left(\overline{a_{j i}}\right)$ denotes the adjoint matrix (the matrix of the adjoint transformation, $L^{*}$, defined by the relation $(L s, t)=\left(s, L^{*} t\right)^{1}$ ) for all $s, t$ in $\left.H\right)$.

Thus, if $L$ is unitary $A A^{*}=I=A^{*} A$, where I is the identity matrix. $A^{\prime}=\left(a_{j i}\right)$ denotes the transpose of $A=\left(a_{i j}\right)$ (in the real case $A^{\prime}=A^{*}$ ). Finally, $\operatorname{tr} A$ is the trace of $A$; that is, $\operatorname{tr} A=\sum_{j=1}^{d} a_{j j}$.

If $T$ is an irreducible representation acting on $H$, we can choose an orthonormal basis of $H$, which must be finite by (1.1), and express $T$ as a unitary matrix $\left(t_{i j}\right)$ with respect to this basis. In order to avoid using too much notation we will let the symbol $T$ represent the matrix $\left(t_{i j}\right)$ as well. The mapping $u \rightarrow T(u)=\left(t_{i j}(u)\right)$ will then be called a (unitary) matrix valued representation and the fact that multiplication is preserved under this mapping can be expressed by the formula

$$
\begin{equation*}
t_{i j}(u v)=\sum_{l=1}^{d} t_{i l}(u) t_{l j}(v) \tag{1.2}
\end{equation*}
$$

for all $u, v \in G$. More generally, a matrix valued representation is a continuous mapping that assigns to each $u \in G$ a unitary $d \times d$ matrix $T(u)=\left(t_{i j}(u)\right)$ in such a way that (1.2) is satisfied. If $\mathbf{C}$ denotes the complex number system and $\mathbf{C}^{d}$ denotes the $d$-dimensional complex Euclidean space $\left\{z=\left(z_{1}, z_{2}, \ldots, z_{d}\right): z_{j} \in \mathbf{C}, j=1,2, \ldots, d\right\}$ with the usual inner product $z \cdot w=z_{1} \overline{w_{1}}+z_{2} \overline{w_{2}}+\cdots+z_{d} \overline{w_{d}}$, we also consider $T(u)$

[^2]as the unitary operator mapping $z \in \mathbf{C}^{d}$ into $w=\left(w_{1}, w_{2}, \ldots, w_{d}\right)$, where $w_{j}=\sum_{l=1} t_{j l} z_{l}$ for $j=1,2, \ldots, d$ (that is, if we regard $z$ and $w$ as column vectors, $w$ is the matrix product $T(u) z$ ). It then follows from (1.2) that $u \rightarrow T(u)$ is a representation of $G$ acting on $H=\mathbf{C}^{d}$ (In the real case we replace $\mathbf{C}$ by $\mathbf{R}$, the real number system, and $\mathbf{C}^{d}$ by the real Euclidean space $\mathbf{R}^{d}$ ).

Suppose $T$ is a matrix valued representation and $H_{j}$ is the (finite dimensional) subspace of $L^{2}(G)$ spanned by the entries of the $j^{t h}$ column of $T$. It is an immediate consequence of (1.2) that $H_{j}$ is invariant under the action of the left regular representation of $G$.

Two representations $S$ and $T$, acting on the Hilbert spaces $H$ and $K$, are said to be equivalent when there exists an invertible linear transformation $L$ mapping $H$ onto $K$ such that $T_{u} L=L S_{u}$ for all $u$ in $G$ (equivalently, $L^{-1} T_{u} L=S_{u}$ for all $u$ in $G$ ). A system $\left\{T^{\alpha}\right\}, \alpha \in \mathscr{A}$, of irreducible representations of $G$ is said to be complete if, given any irreducible representation $T$, there exists a unique index $\alpha$ such that $T$ and $T^{\alpha}$ are equivalent. Theorem (1.1), together with the following one, constitute a formulation of the Peter-Weyl theorem:

Theorem (1.3). If $\left\{\mathrm{T}^{\alpha}\right\}=\left\{\left(\mathrm{t}_{i j}^{\alpha}\right)\right\}, \alpha \in \mathscr{A}$, is a complete system of irreducible matrix valued representations of the compact group G , then the collection of functions $\sqrt{\mathrm{d}_{\alpha}} \mathrm{t}_{i j}^{\alpha}$ is an orthonormal basis of $\mathrm{L}^{2}(\mathrm{G})$, where $\mathrm{d}_{\alpha}$ is the dimension of the space $\mathrm{H}^{\alpha}$ on which $\mathrm{T}^{\alpha}$ acts.

If $T$ is a representation of $G$ then the function mapping $u \in G$ into $\operatorname{tr}\{T(u)\}=\chi(u)$ is called the character of T . It is clear that if $T_{1}$ and $T_{2}$ are equivalent representations then the characters of $T_{1}$ and $T_{2}$ are equal; that is, the character depends only on the equivalence class determined by a representation of $G$. It is also clear from the orthogonality relations that the character determines the equivalence class of a representation.

Corollary (1.4). Suppose $\left\{\mathrm{T}^{\alpha}\right\}=\left\{\left(\mathrm{t}_{i j}^{\alpha}\right)\right\}, \alpha \in \mathscr{A}$, is a complete system of irreducible matrix valued representations of the compact group G , f belongs to $\mathrm{L}^{2}(\mathrm{G})$ and $\chi^{\alpha}$ denotes the character of $\mathrm{T}^{\alpha}$, then the series

$$
\sum_{\alpha \varepsilon \& A} d_{\alpha} \int_{G} f(u) \overline{\chi^{\alpha}\left(u v^{-1}\right)} d u=\sum_{\alpha \varepsilon \& A} d_{\alpha} \int_{G} f(u) \chi^{\alpha}\left(v u^{-1}\right) d u
$$

converges to $\mathrm{f}(\mathrm{v})$ in the $\mathrm{L}^{2}$ norm $\left.{ }^{1}\right)$.

[^3]Proof. By theorem (1.3), the functions $\sqrt{d_{\alpha}} t_{i j}^{\alpha}$ form an orthonormal basis of $L^{2}(G)$. Thus,

$$
\begin{equation*}
f=\sum_{\alpha \varepsilon \mathscr{A}}\left(\sum_{i, j=1}^{d_{\alpha}} c_{i j}^{\alpha} t_{i j}^{\alpha}\right), \tag{1.5}
\end{equation*}
$$

where $c_{i j}^{\alpha}=d_{\alpha} \int_{G} f(u) \overline{t_{i j}^{\alpha}(u)} d u$ and the convergence is in the $L^{2}$ norm. If $C^{\alpha}$ is the matrix $\left(c_{i j}^{\alpha}\right)$ and $\left[T^{\alpha}(v)\right]^{\prime}$ is the transpose of $T^{\alpha}(v)$, then

$$
\sum_{i, j=1}^{d_{\alpha}} c_{i j}^{\alpha} t_{i j}^{\alpha}(v)=\operatorname{tr}\left\{C^{\alpha}\left[T^{\alpha}(v)\right]^{\prime}\right\}=d_{\alpha} \int_{G} f(u) \operatorname{tr}\left\{\overline{T^{\alpha}(u)}\left[T^{\alpha}(v)\right]^{\prime}\right\} d u
$$

Since $T^{\alpha}(v)$ is unitary and its inverse is $T^{\alpha}\left(v^{-1}\right)$ we have $\left[T^{\alpha}(v)\right]^{\prime}=\overline{T^{\alpha}\left(v^{-1}\right)}$. Thus,

$$
\begin{gathered}
d_{\alpha} \int_{G} f(u) \operatorname{tr}\left\{\overline{T^{\alpha}(u)}\left[T^{\alpha}(v)\right]^{\prime}\right\} d u=d_{\alpha} \int_{G} f(u) \operatorname{tr}\left\{\overline{T^{\alpha}(u) T^{\alpha}\left(v^{-1}\right)}\right\} d u \\
\left.=d_{\alpha} \int_{G} f(u) \overline{\operatorname{tr}\left\{T^{\alpha}\left(u v^{-1}\right)\right.}\right\} d u=d_{\alpha} \int_{G} f(u) \operatorname{tr}\left\{T^{\alpha}\left(v u^{-1}\right) d u\right.
\end{gathered}
$$

and the corollary is proved.
Theorem (1.6). Suppose $\mathrm{T}=\left(\mathrm{t}_{i j}\right), 1 \leqq \mathrm{i}, \mathrm{j} \leqq \mathrm{d}$, is an irreducible matrix valued representation of G and $\mathrm{H}_{j} \subset \mathrm{~L}^{2}(\mathrm{G})$ is the subspace spanned by the entries $\mathrm{t}_{1 j}, \mathrm{t}_{2 j}, \ldots, \mathrm{t}_{d j}$ of the $\mathrm{j}^{\text {th }}$ column of T . Then the restriction, $\mathrm{R}^{(j)}$, of the left regular representation of G to $\mathrm{H}_{j}$ is an irreducible representation of G . Moreover, $\mathrm{R}^{(j)}$ and $\mathrm{R}^{(k)}$ are equivalent for $1 \leqq \mathrm{j}, \mathrm{k} \leqq \mathrm{d}$ and each of these representations is equivalent to the representation $\bar{T}$ on H whose value at $\mathrm{u} \in \mathrm{G}$ is $\bar{T}_{u}=\mathrm{T}_{u-1}^{\prime}$.

Proof. We have already observed that (1.2) implied that $H_{j}$ is invariant under the action of the left regular representation. To show that $R^{(j)}$ is irreducible we consider the standard orthonormal basis $e_{1}=(1,0, \ldots, 0)$, $e_{2}=(0,1, \ldots, 0), \ldots, e_{d}=(0,0, \ldots, 1)$ of $H=\mathbf{C}^{d}$ and define a linear transformation, $L$, on $H$ into $H_{j}$ by putting $L e_{i}=\sqrt{d t_{i j}}, 1 \leqq i \leqq d$. From the definition we see that $\bar{T}$ is the matrix valued representation having coefficients that are complex conjugates of the ones ocurring in $T$. By (1.2) we then have

$$
\begin{aligned}
& \left(L \bar{T}_{u} e_{i}\right)(v)=L\left(\sum_{l=1}^{d} \overline{t_{l i}(u)} e_{l}\right)(v)=\sqrt{d} \sum_{l=1}^{d} \overline{t_{l i}(u)} t_{l j}(v) \\
& =\sqrt{d} \sum_{l=1}^{d} t_{i l}\left(u^{-1}\right) t_{l_{j}}(v)=\sqrt{d} t_{i j}\left(u^{-1} v\right)=\left(R_{u}^{(j)} L e_{i}\right)(v)
\end{aligned}
$$

for all $u, v \in G$ and $i=1,2, \ldots, d$. Thus, $L \bar{T}=R^{(j)} L$ which shows that each of the representations $R^{(j)}$ are equivalent to $\bar{T}$. The theorem now follows immediately. ${ }^{1}$ )

## § 2. The construction of irreducible representations of some special groups

In this section we show how one can obtain irreducible representations of some of the classical compact groups. In many cases we describe several representations that are equivalent to each other. We shall see that often one of the members of this equivalence class of representations has special features that make the study of certain properties particularly easy.

If we are given two finite dimensional representations of a compact group $G$ that act on the Hilbert spaces $H$ and $K$, we can obtain a third representation of $G$ by constructing the tensor product of H and K . The classical definition of this concept is the following: We choose orthonormal bases $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ and $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ of $H$ and $K$, respectively, and we assign to each of the $m \cdot n$ pairs $\left(e_{i}, f_{j}\right)$ a " product " $e_{i} \otimes f_{j}$, called the tensor product of the elements $e_{i}$ and $f_{j}$. We then obtain a new Hilbert space by considering all the linear combinations

$$
\sum_{i, j=1}^{m, n} a_{i j}\left(e_{i} \otimes f_{j}\right)
$$

defining addition and scalar multiplication by letting

$$
\begin{gathered}
\sum_{i, j=1}^{m, n} a_{i j}\left(e_{i} \otimes f_{j}\right)+\sum_{i, j=1}^{m, n} b_{i j}\left(e_{i} \otimes f_{j}\right)=\sum_{i, j=1}^{m, n}\left(a_{i j}+b_{i j}\right)\left(e_{i} \otimes f_{j}\right), \\
c \sum_{i, j=1}^{m, n} a_{i j}\left(e_{i} \otimes f_{j}\right)=\sum_{i, j=1}^{m, n} c a_{i j}\left(e_{i} \otimes f_{j}\right),
\end{gathered}
$$

and the inner product by letting

$$
\left(\sum_{i, j=1}^{m, n} a_{i j}\left(e_{i} \otimes f_{j}\right), \sum_{i, j=1}^{m, n} b_{i j}\left(e_{i} \otimes f_{j}\right)\right)=\sum_{i, j=1}^{m, n} a_{i j} \overline{b_{i j}} .
$$

This space is denoted by $H \otimes K$ and is called the tensor product of H and K . It is clear that $\left\{e_{i} \otimes f_{j}\right\}, 1 \leqq i \leqq m, 1 \leqq j \leqq n$, is an orthonormal basis

[^4]of $H \otimes K$. If $\mathrm{a}=\sum_{i=1}^{m} a_{i} e_{i} \in H$ and $b=\sum_{j=1}^{n} b_{j} f_{j} \in K$ the tensor product of the elements $a$ and $b$ is defined to be the element $a \otimes b=\sum_{i, j=1}^{m, n} a_{i} b_{j}\left(e_{i} \otimes f_{j}\right)$ of $H \otimes K$.
$H \otimes K$ can be identified with the linear space $\mathscr{L}(H, K)$ of all linear transformations mapping $H$ into $K$ in the following way: to each element $e_{i} \otimes f_{j}$ we assign the transformation mapping $e_{i}$ onto $f_{j}$, and $e_{k}$, for $k \neq i$, onto the zero vector of $K$. We then extend this correspondence linearly to all of $H \otimes K$. If we represent the elements of $\mathscr{L}(H, K)$ as $n \times m$ matrices with respect to the two bases in question, this correspondence assigns the matrix $A=\left(a_{j i}\right)$ to the element $\sum_{i, j=1}^{m, n} a_{j i}\left(e_{i} \otimes f_{j}\right) . \quad$ If $B=\left(b_{j i}\right)$ is another such matrix, it is easy to check that the inner product of the elements of $H \otimes K$ corresponding to $A$ and $B$ is $\operatorname{tr}\left(A B^{*}\right)$. We identify $H \otimes K$ with $\mathscr{L}(H, K)$; moreover, we will not use different notation to distinguish the latter space from the corresponding linear space of $m \times n$ matrices.

If $u \in \mathscr{L}(H, H)$ and $v \in \mathscr{L}(K, K)$, we obtain a linear transformation $u \otimes v$ of $H \otimes K$ into itself by letting

$$
\begin{equation*}
(u \otimes v) t=v t u^{\prime} \tag{2.1}
\end{equation*}
$$

for all $t \in H \otimes K$ (we are regarding $t$ as a member of $\mathscr{L}(H, K)$ and $u^{\prime}$ is the transformation whose matrix with respect to $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ is the transpose of the matrix of $u$ ). The transformation $u \otimes v$ is called the tensor product of $u$ and $v$. An equivalent way of defining this tensor product is the following one: Suppose

$$
u e_{i}=\sum_{l=1}^{m} a_{l i} e_{l} \text { and } v f_{j}=\sum_{k=1}^{n} b_{k j} f_{k} \text { then we let }
$$

$$
(u \otimes v)\left(e_{i} \otimes f_{j}\right)=\left(u e_{i}\right) \otimes\left(v f_{j}\right)=\sum_{l, k=1}^{m, n} a_{l i} b_{k j}\left(e_{l} \otimes f_{k}\right)
$$

and extend $u \otimes v$ linearly over all of $H \otimes K$.
In order to see that (2.1) and (2.1') define the same transformation, it clearly suffices to show that they agree when applied to the basis vectors $t_{i j}=e_{i} \otimes f_{j}$. From (2.1) we have $(u \otimes v) t_{i j}=v t_{i j} u^{\prime}$. Thus,

$$
\left[(u \otimes v) t_{i j}\right] e_{r}=v t_{i j} \sum_{k=1}^{m} a_{r k} e_{k}=v a_{r i} f_{j}=a_{r i} \sum_{k=1}^{n} b_{k j} f_{k} .
$$

On the other hand, from (2.1') we have

$$
\left[(u \otimes v) t_{i j}\right] e_{r}=\sum_{l, k=1}^{m, n} a_{l i} b_{k j} t_{l k} e_{r}=\sum_{k=1}^{m} a_{r i} b_{k j} f_{k} .
$$

Thus, in either case we obtain the same transformation.
We now show that if $u$ and $v$ are unitary so is $u \otimes v$. Since $u \otimes v$ is a linear transformation on a finite dimensional Hilbert space it suffices to prove that it is an isometry. But, if $t \in H \otimes K$ we have

$$
\begin{gathered}
\|(u \otimes v) t\|^{2}=((u \otimes v) t,(u \otimes v) t)=\operatorname{tr}\left\{v t u^{\prime}\left(v t u^{\prime}\right)^{*}\right\} \\
=\operatorname{tr}\left\{v t\left(u^{*} u\right)^{\prime} t^{*} v^{*}\right\}=\operatorname{tr}\left\{v t t^{*} v^{*}\right\}=\operatorname{tr}\left\{t t^{*}\right\}=(t, t)=\|t\|^{2} .
\end{gathered}
$$

If $u \rightarrow S_{u}$ is a representation of $G$ acting on $H$ and $u \rightarrow T_{u}$ is a representation of $G$ acting on $K$, then

$$
\left(S_{u v} \otimes T_{u v}\right) t=T_{u v} t S_{u v}^{\prime}=T_{u} T_{v} t S_{v}^{\prime} S_{u}^{\prime}=\left(S_{u} \otimes T_{u}\right)\left(S_{v} \otimes T_{v}\right) t
$$

for all $u, v \in G$ and $t \in H \otimes K$.
We can summarize these results in the following way:
Theorem (2.2). If $\mathrm{u} \rightarrow \mathrm{S}_{u}$ and $\mathrm{u} \rightarrow \mathrm{T}_{u}$ are two representations of G acting on the Hilbert space H and K respectively, then the mapping $\mathrm{u} \rightarrow \mathrm{S}_{u} \otimes \mathrm{~T}_{u}$ is a representation of G acting on the tensor product $\mathrm{H} \otimes \mathrm{K}$.

If $H_{1}, H_{2}, \ldots, H_{k}$ are finite dimensional Hilbert spaces we define their tensor product $\underset{j=1}{\otimes} H_{j}$ inductively by letting

$$
\stackrel{{ }_{j=1}^{*}}{\otimes} H_{j}=\left(\begin{array}{c}
\underset{j=1}{k-1} H_{j}
\end{array}\right) \otimes H_{k}
$$

for $k>2$. We ahsll often write $H_{1} \otimes H_{2} \otimes \ldots \otimes H_{k}$ instead of $\otimes H_{j}$. By making obvious identifications we may regard this product to be associative; the same remark applies to the $k$-fold tensor products $a_{1} \otimes a_{2} \otimes \ldots \otimes a_{k}$, where $a_{j} \in H_{j}$ for $1 \leqq j \leqq k$. We shall be interested mostly in the case $H_{1}=H_{2}=\ldots=H_{k}=H$ and we shall denote the tensor product of $k$ copies of $H$ by $\mathscr{T}^{(k)}(H)$ or, if there is no chance of confusion, simply by $\mathscr{T}^{(k)}$. We shall fix $k$ for the remainder of this discussion.

If $\left\{e_{1} e_{2}, \ldots, e_{n}\right\}$ is an orthonormal basis of $H$ and $\Delta$ is the set of all $k$-tuples of integers, $m=\left(m_{1}, m_{2}, \ldots, m_{k}\right)$, with $1 \leqq m_{1}, m_{2}, \ldots, m_{k} \leqq n$,
then the collection $\left\{\varepsilon_{m}\right\}_{m \varepsilon \Delta}$, where $\varepsilon_{m}=e_{m_{1}} \otimes \ldots \otimes e_{m_{k}}$, is an or thonormal basis of $\mathscr{T}^{(k)}$. Thus, the general element $t$ of this tensor product has the representation

$$
t=\sum_{m \varepsilon \Delta} t_{m} \varepsilon_{m}
$$

where the $t_{m}{ }^{\prime} s$ are complex numbers.
The tensor product $u_{1} \otimes u_{2} \otimes \ldots \otimes u_{k}$ of $k$ linear transformations $u_{1}, u_{2}, \ldots, u_{k}$ mapping $H$ into itself can also be defined inductively by extending (2.1'). Its action on the basis elements $\varepsilon_{m}$ is given by

$$
\left(u_{1} \otimes u_{2} \otimes \ldots \otimes u_{k}\right) \varepsilon_{m}=\left(u_{1} e_{m_{1}}\right) \otimes\left(u_{2} e_{m_{2}}\right) \otimes \ldots \otimes\left(u_{k} e_{m_{k}}\right) .
$$

When $u_{1}=u_{2}=\ldots=u_{k}=u$ we denote this tensor product by $T_{u}$. If

$$
\left(\begin{array}{cccc}
u_{11} & u_{12} & \ldots & u_{1 n} \\
u_{21} & u_{22} & \ldots & u_{2 n} \\
\ldots & \cdots & \cdots & \cdots \\
u_{n 1} & u_{n 2} & \ldots & u_{n n}
\end{array}\right)
$$

is the matrix of $u$ with respect to the basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ we then have

$$
\begin{equation*}
T_{u} \varepsilon_{m}=\sum_{j \varepsilon \Delta}\left(T_{u}\right)_{j, m} \cdot \varepsilon_{j}, \tag{2.3}
\end{equation*}
$$

where

$$
\left(T_{u}\right)_{j, m}=u_{j_{1} m_{1}} u_{j_{2} m_{2}} \ldots u_{j_{k} m_{k}}
$$

for $j=\left(j_{1}, j_{2}, \ldots, j_{k}\right)$ and $m=\left(m_{1}, m_{2}, \ldots m_{k}\right)$ in $\Delta$. It follows from theorem (2.2) that the mapping $u \rightarrow T_{u}$ is a representation of the unitary group of transformations on $H$. This representation acts on $\mathscr{T}^{(k)}$. When $k>1$ this is not an irreducible representation. In order to exhibit a proper invariant subspace of $\mathscr{T}^{(k)}$ we introduce the subspace $\mathscr{S}^{(k)}$ of symmetric tensors of degree k : If $\tau$ is a permutation of $\{1,2, \ldots, k\}$ and $m \in \Delta$ we let $\tau m=\left\{m_{\tau(1)}, m_{\tau(2)}, \ldots, m_{\tau(k)}\right\}$. Then

$$
\mathscr{S}^{(k)}=\left\{t=\sum_{m \varepsilon A} t_{m} \varepsilon_{m} \quad \text { in } \quad \mathscr{T}^{(k)}: t_{\tau m}=t_{m}\right.
$$

for all permutations $\tau$ and $m \in \Delta\}$.
Theorem (2.4). The subspace $\mathscr{S}^{(k)}$ is invariant under the action of the representation $\mathrm{u} \rightarrow \mathrm{T}_{u}=\mathrm{u} \otimes \mathrm{u} \otimes \ldots \otimes \mathrm{u}$ of the unitary group of transformations on H .

Proof. We first observe that for any permutation $\tau$ of $\{1,2, \ldots, k\}$ we have

$$
\begin{equation*}
\left(T_{u}\right)_{\tau j, m}=\left(T_{u}\right)_{j, \tau}-1_{m} . \tag{2.5}
\end{equation*}
$$

This equality is an immediate consequence of the definition of the coefficients $\left(T_{u}\right)_{j, m}$ (see (2.3)) when $\tau$ is a transposition. The general case is then obtained by writing $\tau$ as a product of transpositions.

Consider the set of all $n$ tuples $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ of non-negative integers satisfying $\|\alpha\|=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}=k$ and let $\Delta_{\alpha}$ be the set of all the $m=\left(m_{1}, m_{2}, \ldots, m_{k}\right)$ in $\Delta$ such that $i, 1 \leqq i \leqq n$, is one of the components of $m$ precisely $\alpha_{i}$ times. We then have $\Delta=\bigcup_{\|\alpha\|=k} \Delta_{\alpha}$ and if $m \in \Delta_{\alpha}$ then $\tau m$ also belongs to $\Delta_{\alpha}$. Moreover, it is easy to see that the collection of all, $\sigma_{\alpha}=\sum_{m \in \Delta_{\alpha}} \varepsilon_{m},\|\alpha\|=k$, is a basis for $\mathscr{S}^{(k)}$. Consequently, it suffices to show that $T_{u} \sigma_{\alpha} \in \mathscr{S}^{(k)}$ when $\|\alpha\|=k$. By (2.3) we have

$$
T_{u} \sigma_{\alpha}=\sum_{m \varepsilon \Delta_{\alpha}} T_{u} \varepsilon_{m}=\sum_{m \varepsilon \Delta_{\alpha}}\left(\sum_{j \varepsilon \Delta}\left(T_{u}\right)_{j, m} \varepsilon_{j}\right)=\sum_{j \varepsilon \Delta}\left(\sum_{m \varepsilon \Delta_{\alpha}}\left(T_{u}\right)_{j, m}\right) \varepsilon_{j} .
$$

If $\tau$ is any permutation, it follows from (2.5) that

$$
\sum_{m \in \Delta_{\alpha}}\left(T_{u}\right)_{\tau j, m}=\sum_{m \varepsilon \Delta_{\alpha}}\left(T_{u}\right)_{j, \tau} \tau_{m}=\sum_{m \in \Delta_{\alpha}}\left(T_{u}\right)_{j, m} .
$$

Thus, the coefficient of $\varepsilon_{j}$ equals that of $\varepsilon_{\tau j}$ in the above expansion of $T_{u} \sigma_{\alpha}$. Hence, $T_{u} \sigma_{\alpha} \in \mathscr{S}^{(k)}$ and the theorem is proved.

We shall show that the restriction of this representation $u \rightarrow T_{u}$ to $\mathscr{S}^{(k)}$ is irreducible. This is particularly simple to do if we examine a representation that is equivalent to it that acts on the vector space $\mathscr{P}^{(k)}=\mathscr{P}^{(k, n)}$ of homogeneous polynomial functions of degree $k$ of the $n$ complex variables $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$. We use the following notation in our discussion of this space: If $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is an $n$-tuple of nonnegative integers we put $z^{\alpha}=z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} \ldots z_{n}^{\alpha_{n}}$ when $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \mathbf{C}^{n}$, $\alpha!=\alpha_{1}!\alpha_{2}!\ldots \alpha_{n}!$ and, when $\|\alpha\|=k,\binom{k}{\alpha}=k!/ \alpha!$ (note that $\binom{k}{\alpha}$ is the number of elements in the set $\Delta_{\alpha}$ we introduced in the last proof). The polynomials

$$
p_{\alpha}(z)=\binom{k}{\alpha} z^{\alpha}=\frac{k!}{\alpha_{1}!\alpha_{2}!\ldots \alpha_{n}!} z_{1}^{\alpha_{1}} z_{2}^{\alpha}{ }_{2} \ldots z_{n}^{\alpha_{n}},
$$

$\|\alpha\|=k$, form a basis of $\mathscr{P}^{(k)}$. We have just observed, however, that the elements $\sigma_{\alpha}=\sum_{m \varepsilon \Delta_{\alpha}} \varepsilon_{m},\|\alpha\|=k$, form a basis of the space $\mathscr{S}^{(k)}$ of
symmetric tensors of degree $k$. We can, therefore, extend the map $\sigma_{\alpha} \rightarrow p_{\alpha}$ linearly and obtain a one to one linear transformation $\pi=\pi^{(k)}$ of $\mathscr{S}^{(k)}$ onto $\mathscr{P}^{(k)}$. This transformation is an isometry if we introduce an inner product on $\mathscr{P}^{(k)}$ by letting $(\pi s, \pi t)=(s, t)$ for all symmetric tensors $s$ and $t$ in $\mathscr{S}^{(k)}$. Obvious consequences of these definitions are: if $p={ }_{\|\alpha\|=k} c_{\alpha} p_{\alpha}$ and $q=\sum_{\|\alpha\|=k} d_{\alpha} p_{\alpha}$ then

$$
\begin{equation*}
(p, q)=\sum_{\|\alpha\|=k} c_{\alpha} \bar{d}_{\alpha}\left(\sigma_{\alpha}, \sigma_{\alpha}\right)=\sum_{\|\alpha\|=k} c_{\alpha} \bar{d}_{\alpha}\binom{k}{\alpha} . \tag{2.6}
\end{equation*}
$$

On the other hand, if $p(z)=\sum_{\|\alpha,\|=k} a_{\alpha} z^{\alpha}$ and $q(z)=\sum_{\|\alpha\|=k} b_{\alpha} z^{\alpha}$ then

$$
\begin{gather*}
(p, q)=\sum_{\|\alpha\|=k} \frac{a_{\alpha} \bar{b}_{\alpha}}{\binom{k}{\alpha}} . \\
\text { Let } D=\left(\frac{\partial}{\partial z_{1}}, \frac{\partial}{\partial z_{2}}, \ldots, \frac{\partial}{\partial z_{n}}\right), D^{\alpha}=\frac{\partial^{\alpha_{1}}}{\partial z_{1}^{\alpha_{1}}} \frac{\partial^{\alpha_{2}}}{\partial z_{2}^{\alpha_{2}}} \cdots \frac{\partial^{\alpha_{n}}}{\partial z_{n}^{\alpha_{n}}}
\end{gather*}
$$

and, for $p(z)=\sum_{\|\alpha\|=k} a_{\alpha} z^{\alpha}$ in $\mathscr{P}^{(k)}$, put

$$
p(D)=\sum_{\|\alpha\|=k} a_{\alpha} D^{\alpha} .
$$

Then, if $q(z)=\sum_{\|\alpha\|=k} b_{\alpha} z^{\alpha}$ we have

$$
(p, q)=\frac{1}{k!} \sum_{\|\alpha\|=k} \alpha!a_{\alpha} \bar{b}_{\alpha}=\frac{1}{k!} p(D) \bar{q},
$$

where

$$
\left.\bar{q}(z)=\sum_{\|\alpha\|=k} \bar{b}_{\alpha} z^{\alpha} \cdot{ }^{1}\right)
$$

Theorem (2.7). For each unitary transformation $u$ on H let $\mathrm{S}_{u}$ be the transformation on $\mathscr{P}^{(k)}$ that maps a polynomial function p into the polynomial function $\mathrm{q}(\mathrm{z})=\mathrm{p}\left(\mathrm{u}^{\prime} \mathrm{z}\right)$, where $\mathrm{u}^{\prime}$ is the transpose of the matrix of u with respect to the orthonormal basis $\left\{\mathrm{e}_{1}, \mathrm{e}_{2}, \ldots, \mathrm{e}_{n}\right\}$. Then $\mathrm{S}: \mathrm{u} \rightarrow \mathrm{S}_{u}$ is a representation of the unitary group of transformations on H that is equivalent to $\mathrm{T}: \mathrm{u} \rightarrow \mathrm{T}_{u}$. In fact,

$$
\begin{equation*}
\pi T_{u}=S_{u} \pi \tag{2.8}
\end{equation*}
$$

for all unitary transformations u on H .

[^5]Proof. Let $L: \mathscr{T}^{(k)} \rightarrow \mathscr{P}^{(k)}$ be the linear transformation that maps

$$
\varepsilon_{m}=e_{m_{1}} \otimes e_{m_{2}} \otimes \ldots \otimes e_{m_{k}} \quad \text { into } \quad z_{m_{1}} z_{m_{2}} \ldots z_{m_{k}}
$$

Since $\Delta_{\alpha}$ has $\binom{k}{\alpha}$ elements it follows that

$$
L \sigma_{\alpha}=\sum_{m \varepsilon \Delta_{\alpha}} L \varepsilon_{m}=\binom{k}{\alpha} z^{\alpha}=p_{\alpha}(z)=\pi \sigma_{\alpha} .
$$

That is, $\pi$ is the restriction of $L$ to $\mathscr{S}^{(k)}$.
In order to show (2.8) it suffices to show that $\pi T_{u} \sigma_{\alpha}=S_{u} \pi \sigma_{\alpha}$ for all unitary transformations $u$ on $H$ and $\|\alpha\|=k$. We have, by (2.3),

$$
T_{u} \sigma_{\alpha}=\sum_{m \varepsilon A_{\alpha}} T_{u} \varepsilon_{m}=\sum_{m \varepsilon A_{\alpha}}\left(\sum_{j \varepsilon A}\left(T_{u}\right)_{j, m} \varepsilon_{j}\right)
$$

where

$$
\left(T_{u}\right)_{j, m} \varepsilon_{j}=u_{j_{1} m_{1}} u_{j_{2} m_{2}} \ldots u_{j_{k} m_{k}} \varepsilon_{j_{1}} \otimes e_{j_{2}} \otimes \ldots \otimes e_{j_{k}} .
$$

Thus,

$$
\begin{gathered}
L T_{u} \sigma_{\alpha}=\sum_{m \varepsilon \Delta_{\alpha}}\left(\sum_{j_{1}, \ldots, j_{n}=1}^{n} u_{j_{1} m_{1}} \ldots u_{j_{k} m_{k}} z_{J_{1}} \ldots z_{j_{k}}\right) \\
=\sum_{m \varepsilon \Delta_{\alpha}}\left(\sum_{j=1}^{n} u_{j m_{1}} z_{j}\right)\left(\sum_{j=1}^{n} u_{j m_{2}} z_{j}\right) \ldots\left(\sum_{j=1}^{n} u_{j m_{k}} z_{j}\right)=p_{\alpha}\left(u^{\prime} z\right)=S_{u} \pi \sigma_{\alpha} .
\end{gathered}
$$

Since $T_{u} \sigma_{\alpha} \in \mathscr{S}^{(k)}$ by (2.4), we have $L T_{u} \sigma_{\alpha}=\pi T_{u} \sigma_{\alpha}$. Hence, $\pi T_{u} \sigma_{\alpha}=S_{u} \pi \sigma_{\alpha}$ for $\|\alpha\|=k$. This shows that (2.8) is true. The fact that $S_{u_{1} u_{2}}=S_{u_{1}} S_{u_{2}}$ for any two unitary transformations $u_{1}$ and $u_{2}$ is immediate. In order to establish the theorem, therefore, we must show that $S_{u}$ is unitary. But, if $p$ and $q$ belong to $\mathscr{P}^{(k)}$ there exist (unique) symmetric tensors $s$ and $t$ such that $p=\pi s$ and $q=\pi t$. Then,

$$
\begin{aligned}
\left(S_{u} p, S_{u} q\right)= & \left(S_{u} \pi s, S_{u} \pi t\right)=\left(\pi T_{u} s, \pi T_{u} t\right)=\left(T_{u} s, T_{u} t\right) \\
& =(s, t)=(\pi s, \pi t)=(p, q),
\end{aligned}
$$

which shows that $S_{u}$ is unitary.
Theorem (2.9). The representation $\mathrm{S}: \mathrm{u} \rightarrow \mathrm{S}_{u}$ is irreducible.
Proof. We first observe that it suffices to show that any linear transformation $A$ on $\mathscr{P}^{(k)}$ such that $A S_{u}=S_{u} A$ for all unitary $u$ must be a constant times the identity. To see that this is the case, suppose $S$ leaves
a subspace $V \subset \mathscr{P}^{(k)}$ invariant and $P$ is the projection of $\mathscr{P}^{(k)}$ onto $V$. Since $V$ is also invariant it follows that $P S_{u}=S_{u} P$ for all unitary transformations $u$ on $H$. Consequently, $P$ must be a constant times the identity transformation on $\mathscr{P}^{(k)}$. But, since $P$ is a projection, this constant must be either 0 or 1 ; thus, $V$ is either $\{0\}$ or $\mathscr{P}^{(k)}$, which means that $S$ is irreducible.

Suppose, then, that the operator $A$ commutes with the representation $S$ and let $u$ be the unitary operator whose matrix with respect to $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is diagonal with $u_{j j}=e^{i \theta}, 1 \leqq j \leqq n$. Then

$$
\left(S_{u} p_{\alpha}\right)(z)=p_{\alpha}\left(u^{\prime} z\right)=\binom{k}{\alpha}\left(e^{i \theta_{1}} z_{1}\right)^{\alpha_{1}}\left(e^{i \theta_{2}} z_{2}\right)^{\alpha_{2}} \ldots\left(e^{i \theta_{n}} z_{n}\right)^{\alpha_{n}} .
$$

If we let $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)$ and $\theta . \alpha=\theta_{1} \alpha_{1}+\theta_{2} \alpha_{2}+\ldots+\theta_{n} \alpha_{n}$ we can express the action of $S_{u}$ by the simple formula

$$
S_{u} p_{\alpha}=e^{i \theta \cdot \alpha} p_{\alpha}
$$

Suppose $A$, on the other hand, transforms the basis elements $p_{\alpha}$ in the following manner

$$
A p_{\alpha}=\sum_{\|\beta\|=k} a_{\beta \alpha} p_{\beta} .
$$

Since $A S_{u}=S_{u} A$ we then must have

$$
\sum_{\|\beta\|=k} a_{\beta \alpha} e^{i \theta \cdot \beta} p_{\beta}=S_{u} A p_{\alpha}=A S_{u} p_{\alpha}=\sum_{\|\beta\|=k} a_{\beta \alpha} e^{i \theta \cdot \alpha} p_{\beta}
$$

Consequently, $a_{\beta \alpha} e^{i \theta \cdot \beta}=a_{\beta \alpha} e^{i \theta \cdot \alpha}$ for all $n$-tuples $\theta=\left(\theta_{1}, \theta_{2}, \theta_{3}, \ldots, \theta_{n}\right)$. Thus, either, $\alpha=\beta$ or $a_{\beta \alpha}=0$. It follows that $A P_{\alpha}=a_{\alpha \alpha} p_{\alpha}$ for $\|\alpha\|=k$.

If $B A=A B$, where $B$ is a linear transformation satisfying

$$
B p_{\alpha}=\sum_{\|\beta\|=k} b_{\beta \alpha} P_{\beta} \quad \text { for } \quad\|a\|=k
$$

we must have

$$
\sum_{\|\beta\|=k} b_{\beta \alpha} a_{\alpha \alpha} p_{\beta}=B A p_{\alpha}=A B p_{\alpha}=\sum_{\|\beta\|=k} b_{\beta \alpha} a_{\beta \beta} p_{\beta} .
$$

Thus, $a_{\alpha \alpha} b_{\beta \alpha}=b_{\beta \alpha} a_{\beta \beta}$. Thus, if we can find such an operator $B$ with $b_{\beta \alpha} \neq 0$ for some $\alpha$ and all $\beta(\|\beta\|=k)$ it would follow that $a_{\alpha \alpha}=a_{\beta \beta}$ for all $\alpha$ and $\beta$. This would show that $A$ is a constant times the identity operator and the theorem would be proved. In order to obtain such a $B$ we choose a unitary operator $u$ on $H$ whose matrix with respect to $\left\{e_{1}, e_{1}, \ldots, e_{n}\right\}$ has no zero elements in the first column (i.e. $u_{j 1}$,
$j=1,2, \ldots, n$, is not zero). With $\alpha=(k, 0, \ldots, 0)$ (that is, $\left.p_{\alpha}(z)=z_{1}^{k}\right)$ we then have by (2.7)

$$
\begin{gathered}
\left(S_{u} p_{\alpha}\right)(z)=p_{\alpha}\left(u^{\prime} z\right)=\left(z_{1} u_{11}+z_{2} u_{21}+\ldots+z_{n} u_{n 1}\right)^{k} \\
=\sum_{\|\beta\|=k} u_{11}^{\beta_{1}} u_{21}^{\beta_{2}} \ldots u_{n 1}^{\beta_{n}} z^{\beta} .
\end{gathered}
$$

Clearly,

$$
b_{\beta \alpha}=u_{11}^{\beta_{1}} u_{21}^{\beta_{2}} \ldots u_{n 1}^{\beta_{n}} \neq 0
$$

for all $\beta$ satisfying $\|\beta\|=k$ and the theorem is proved.
Since $S$ and $T$ are equivalent representations (theorem (2.7)) we have the following corollary of (2.9):

Corollary (2.10). The representation $\mathrm{T}: \mathrm{u} \rightarrow \mathrm{T}_{u}$ is irreducible.
When the Hilbert space $H$ is $n$-dimensional Euclidean space $\mathbf{C}^{n}$ the group of all unitary operators on $H$ is called the unitary group on $\mathbf{C}^{n}$ and is denoted by $U(n)$. The same notation will be used for the group of matrices of the operators in $U(n)$ with respect to the standard basis $e_{1}=(1,0, \ldots, 0), e_{2}=(0,1, \ldots, 0), \ldots e_{n}=(0,0, \ldots, 1)$. The special unitary group, $S U(n)$, is the subgroup of those elements of $U(n)$ having determinant 1. The spaces $\mathscr{S}^{(k)}$ and $\mathscr{P}^{(k)}$ are obviously invariant under the restrictions of the representations $T$ and $S$ to $S U(n)$. It is not hard to show that these restrictions are irreducible representations. By the equivalence (2.8) it suffices to show that this is true for the representation $S$. But this requires only one simple change in the proof of theorem (2.9): Instead of the equality $a_{\beta \alpha} e^{i \theta \cdot \alpha}=a_{\beta \alpha} e^{i \theta \cdot \beta}$ holding for all $n$-tuples $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)$ we obtain this same equality for all $n$-tuples $\theta$ satisfying $\theta_{1}+\theta_{2}+\ldots+\theta_{n}=0$ (thus, det $u=1$ ). This suffices for obtaining the conclusion that either $\alpha=\beta$ or $a_{\beta \alpha}=0$. For, if $a_{\beta \alpha} \neq 0$ then $e^{i \theta \cdot \alpha}=e^{i \theta \cdot \beta}$ for all such $n$-tuples $\theta$. Thus, if $r$ is any real number we must have $e^{i r \theta \cdot(\alpha-\beta)}=1$ whenever $\theta_{1}+\theta_{2}+\ldots+\theta_{n}=0$. But $\left(\alpha_{1}-\beta_{1}\right)+$ $+\left(\alpha_{2}-\beta_{2}\right)+\ldots+\left(\alpha_{n}-\beta_{n}\right)=k-k=0$. This allows us to choose $\theta=\alpha-\beta$ and we obtain

$$
e^{i r(\alpha-\beta) \cdot(\alpha-\beta)}=1
$$

for all real numbers $r$, which can occur only if $\alpha=\beta$. We have shown, therefore, the following corollary:

Corollary (2.11). The restrictions of S and T to $\mathrm{SU}(\mathrm{n})$ are equivalent irreducible representations of $\mathrm{SU}(\mathrm{n})$.

It is clearly not reasonable to expect that the restriction of an irreducible representation of $U(n)$ to a subgroup is also an irreducible representation of the subgroup. If we consider the orthogonal group $0(n)$ (i.e. those operators in $U(n)$ whose matrices with respect to $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ have only real entries) and restrict $S$, or $T$, to $0(n)$ we do not obtain an irreducible representation. In studying the problem of how the space $\mathscr{P}^{(k)}$ can be decomposed into subspaces that are invariant under the action of $S$ restricted to $0(n)$ it is more natrual to consider the elements of $\mathscr{P}^{(k)}$ to be polynomial functions of $n$ real variables. Thus, if we denote this restriction by $S^{0}$ and $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a point of $n$-dimensional real Euclidean space $\mathbf{R}^{n}$ then $\left(S_{u}^{0} p\right)(x)=p\left(u^{\prime} x\right)$ for each $u \in 0(n)$ and $p \in \mathscr{g p}^{(k)}$. We denote the inner product of two points $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ of $\mathbf{R}^{n}$ by $x \cdot y=x_{1}, y_{1},+x_{1} y_{2}+\ldots+x_{n} y_{n}$; $|x|=\sqrt{x \cdot x}$ is then the Euclidean norm of $x$. Since this inner product is invariant under the action of $0(n)$ (that is, $(u x) \cdot(u y)=x \cdot y$ whenever $u \in 0(n))$ the subspace

$$
|x|^{2} \mathscr{P}^{(k-2)}=\left\{p \in \mathscr{P}^{(k)}: p(x)=|x|^{2} q(x) \quad \text { with } \quad q \in \mathscr{P}^{(k-2)}\right\}
$$

when $k>1$, and

$$
|x|^{2} \mathscr{P}^{(k-2)}=\{0\} \quad \text { when } \quad k=0,1 .
$$

is invariant under the action of $S^{0}$. Consequently, the orthogonal complement $\mathscr{H}_{n}^{(k)}$ of this subspace is also invariant. We let $S^{k, n}$ denote the restriction of $S^{0}$ to $\mathscr{H}_{n}^{(k)}$. Thus, for each $u \in 0(n), S_{u}^{k, n}=S^{k, n}(u)$ is the operator mapping a polynomial $p \in \mathscr{H}_{n}^{(k)}$ into the polynomial $q=S_{u}^{k, n} p$ whose value at $x$ is $p\left(u^{\prime} x\right)=p\left(u^{-1} x\right)$.

We recall that the differential operator

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\ldots+\frac{\partial^{2}}{\partial x_{n}^{2}}
$$

is called the Laplacian. If a function $f$ defined in a region of $\mathbf{R}^{n}$ satisfies $\Delta f=0$ then $f$ is called a harmonic function.

Theorem (2.12). The representation $\mathrm{S}^{k, n}$ of $0(\mathrm{n})$ is irreducible. The space $\mathscr{H}_{n}^{(k)}$ on which it acts consists of all the harmonic polynomial functions on $\mathbf{R}^{n}$ that are homogeneous of degree k. $\mathscr{P}^{(k)}$ is the orthogonal direct sum of $\mathscr{H}_{n}^{(k)}$ and the subspaces
$|x|^{2 j} \mathscr{H}_{n}^{(k-2 j)}=\left\{p \in \mathscr{P}^{(k)}: p(x)=|x|^{2 j} q(x), q \in \mathscr{H}^{(k-2 j)}\right\}, \quad 1 \leqq j \leqq k / 2 ;$
moreover, the restriction of $\mathrm{S}^{0}$ to each of these subspaces is an irreducible representation of $0(\mathrm{n})$.

Proof. By (2.6") and the definition of $\mathscr{H}_{n}^{(k)}$ we must have, for $p \in \mathscr{H}_{n}^{(k)}$, $0=k!(r, p)=r(D) \bar{p}$ for all $r \in|x|^{2} \mathscr{P}^{(k-2)}, k \geqq 2$ (when $k<2$ polynomials in $\mathscr{P}^{(k)}$ are obviously harmonic). In particular, if we choose $r(x)=|x|^{2} q(x)$ where $q=\Delta p$ we have, since $|x|^{2} q(x)=q(x)|x|^{2}$, $0=q(D) \Delta \bar{p}=(\Delta p, \Delta p)$. But this means that $\Delta p=0$; thus, $p$ is harmonic. The converse, that each harmonic polynomial that is homogeneous of degree $k$ belongs to $\mathscr{H}_{n}^{(k)}$, is evident.

If we show that $S^{k, n}$ is irreducible the rest of the theorem follows easily by induction. We shall, in fact, prove the irreducibility of the restriction of $S^{k, n}$ to the special orthogonal group $S O(n)$ consisting of those orthogonal transformations that have determinant 1 (these transformations are called rotations and $S O(n)$ is also known as the rotation group on $\mathbf{R}^{n}$ ). The group $S O(n-1)$ can be identified is a natural way with a subgroup of $S O(n)$. This can be done by fixing the vector $\mathbf{1}=(0, \ldots, 0,1)$ in $\mathbf{R}^{n}$ and considering the subgroup $G \subset S O(n)$ of all rotations leaving 1 fixed. Each such rotation effects a change in the first $(n-1)$ coordinates of a point of $\mathbf{R}^{n}$ and can, therefore, be considered a rotation acting on $\mathbf{R}^{n-1}$. We shall write $S O(n-1)=G \subset S O(n)$.

The theorem will be established if we show that (i) If R is the restriction of the left regular representation of $\mathrm{SO}(\mathrm{n})$ to a subspace V of $\mathscr{P}^{(k)}$ then there exists a polynomial $\mathrm{q} \in \mathrm{V}$ that is invariant under the action of $\mathrm{SO}(\mathrm{n}-1)$.
 consisting of vectors that are invariant under the action of $\mathrm{SO}(\mathrm{n}-1)$ then the dimension of W is 1 .

If $S^{k, n}$ were not irreducible then $\mathscr{H}_{n}^{(k)}$ would be the direct sum of (at least) two invariant subspaces. By (i) each of these subspaces must contain a vector invariant under $S O(n-1)$; but this would contradict (ii).

To show (i) we choose an orthormal basis $\left\{Y_{j}\right\}$ of $V$ and, for each pair of points $x, y \in \mathbf{R}^{n}$, we define

$$
\begin{equation*}
Z_{x}(y)=\sum_{j} \overline{Y_{j}(x)} Y_{j}(y) \tag{2.13}
\end{equation*}
$$

Then $\left(p, Z_{x}\right)=\sum_{j}\left(p, Y_{j}\right) Y_{j}(x)=p(x)$ for all $p \in V$. This means that $Z_{x}$ is the unique element of $V$ representing the linear functional mapping $p$ into $p(x)$ and, therefore, $Z_{x}$ is independent of the orthonormal basis we chose. Since $S^{0}$ is a unitary transformation on $V$ the functions whose
values at $y \in \mathbf{R}^{n}$ are $Y_{j}\left(u^{-1} y\right)$ also form an orthonormal basis of $V$. Thus, by (2.13) and the fact that the definition of $Z_{x}(y)$ is independent of the basis we chose, $Z_{u^{-1} 1_{x}}\left(u^{-1} y\right)=Z_{x}(y)$ for all $u$ in $S O(n)$. In particular, $Z_{1}$ must be invariant under the action of any $u$ in $S O(n-1)$. This proves (i).

To show (ii) we let $p$ be an invariant polynomial under the action of $S O(n-1)$ and we write

$$
p\left(x_{1}, x_{2}, \ldots, x_{n}\right)=p(x)=\sum_{j=0}^{k} x_{n}^{k-j} p_{j}(\xi),
$$

where $p_{j}$ is homogeneous of degree $j$ in the $n-1$ variables $\xi=\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{n-1}\right)$. If $u \in S O(n-1)$ and $u^{-1} x=y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ then $y_{n}=x_{n}$. Thus, by our identification of $S O(n-1)$ with a subgroup of $S O(n)$, $\left(y_{1}, y_{2}, \ldots, y_{n-1}\right)=\eta=u^{-1} \xi$ and

$$
\sum_{j=0}^{k} x_{n}^{k-j} p_{j}(\xi)=p(x)=p\left(u^{-1} x\right)=\sum_{j=0}^{k} x_{n}^{k-j} p_{j}\left(u^{-1} \xi\right)=\sum_{j=0}^{k} x_{n}^{k-j} p_{j}(\eta)
$$

for all real numbers $x_{n}$. Consequently, $p_{j}(\xi)=p_{j}\left(u^{-1} \xi\right)$ for all $\xi \in \mathbf{R}^{(n-1)}$ and $u \in S O(n-1)$. But this clearly means that $p_{j}$ is a radial function (i.e. it depends only on $\left.|\xi|=\left(x_{1}^{2}+\ldots+x_{n-1}^{2}\right)^{1 / 2}\right)$ since, if we are given any two points $\xi$ and $\eta$ with $|\xi|=|\eta|$, there exists a rotation $u$ such that $\eta=u^{-1} \xi$. On the other hand, $p_{j}$ being homogeneous of degree $j$, this means that we must have $p_{j}(\xi)=c_{j}|\xi|^{j}=c_{j}\left(x_{1}^{2}+\ldots\right.$ $\left.+x_{n-1}^{2}\right)^{j / 2}$, where $c_{j}$ is the value of $p_{j}$ at any point on the surface of the unit sphere $\Sigma_{n-2}=\left\{\xi \in \mathbf{R}^{(n-1)} ;|\xi|=1\right\}$. Since $p_{j}$ is a polynomial $c_{j}$ must be zero when $j$ is odd. Thus, after relabeling, we have shown that

$$
p(x)=\sum_{0 \leqq j \leqq k / 2} c_{j} x_{n}^{k-2 j}\left(x_{1}^{2}+\ldots+x_{n-1}^{2}\right)^{j}
$$

On the other hand, since $p$ is harmonic

$$
0=(\Delta p)(x)=\sum_{1 \leqq j \leqq k / 2}\left(\alpha_{j} c_{j}+\beta_{j} c_{j-1}\right) x_{n}^{k-2 j}\left(x_{1}^{2}+\ldots+x_{n-1}^{2}\right)^{j-1}
$$

where $\alpha_{j}=2 j(n+2 j-3)$ and $\beta_{j}=(k-2 j+1)(k-2 j+2)$. Since $\alpha_{j} \neq 0$ for $1 \leqq j \leqq k / 2$ this means that

$$
c_{j}=(-1)^{j} \frac{\beta_{1} \beta_{2} \ldots \beta_{j}}{\alpha_{1} \alpha_{2} \ldots \alpha_{j}} c_{0}
$$

for $1 \leqq j \leqq k / 2$. This shows, therefore, that $p(x)$ is $c_{0}$ times the polynomial

$$
\begin{equation*}
x_{n}^{k}+\sum_{1 \leqq j \leqq k / 2}(-1)^{j} \frac{\beta_{1} \beta_{2} \ldots \beta_{j}}{\alpha_{1} \alpha_{2} \ldots \alpha_{j}} x_{n}^{k-2 j}\left(x_{1}^{2}+\ldots+x_{n-1}^{2}\right)^{j} \tag{2.14}
\end{equation*}
$$

and (ii) is proved.
Corollary (2.15). The linear space spanned by the class of all polynomials in $\mathscr{H}_{n}^{(k)}, \mathrm{k}=0,1,2, \ldots$, restricted to the surface $\Sigma_{n-1}=\left\{\mathrm{x} \in \mathbf{R}^{n}\right.$ : $|\mathrm{x}|=1\}$ of the unit sphere in $\mathbf{R}^{n}$ is uniformly dense in the space $\mathrm{C}\left(\Sigma_{n-1}\right)$ of continuous functions on $\Sigma_{n-1}$.

Proof. It follows from the Weierstrass approximation theorem that the linear space spanned by the class of all polymonials in $\mathscr{P}^{(k)}, k=0,1, \ldots$, restricted to $\Sigma_{n-1}$ is uniformly dense in $C\left(\Sigma_{n-1}\right)$. But it follows from theorem (2.12) that if $p(x)$ is in $\mathscr{P}^{(k)}$ then

$$
p(x)=h(x)+|x|^{2} q_{1}(x)+|x|^{4} q_{2}(x)+\ldots+|x|^{2 l} q_{l}(x),
$$

where $h \in \mathscr{H}_{n}^{k}$ and $q_{j} \in \mathscr{H}_{n}^{(k-2 j)}, 1 \leqq j \leqq l \leqq k / 2$. If $x \in \Sigma_{n-1}$, therefore, $p(x)=h(x)+q_{1}(x)+q_{2}(x)+\ldots+q_{l}(x)$. That is, $p$ is a (finite) sum of elements of $\mathscr{H}_{n}^{(j)}, 0 \leqq j \leqq k$. The corollary now follows immediately.

The harmonic homogeneous polynomials of degree $k$ (that is, the members of $\mathscr{H}_{n}^{(k)}$ ) are called the solid spherical harmonics of degree $k$. Their restrictions to the surface of the unit sphere $\Sigma_{n-1}$ are called the spherical harmonics of degree $k$ (or, sometimes, the surface spherical harmonics). If $p(\xi)$ is such a restriction, because of the homogeneity, we obtain the value of the original function at any point $x=|x| \xi$ in $\mathbf{R}^{n}$ by multiplying $p(\xi)$ by $|x|^{k}$. In view of this close relationship between the spaces of solid and surface spherical harmonics of degree $k$ we denote both of them by $\mathscr{H}_{n}^{(k)}$. It will be clear from the context which of the two spaces $\mathscr{H}_{n}^{(k)}$ is under discussion. Furthermore, we will systematically use the Greek letters $\xi, \eta, \ldots$ to denote points of $\Sigma_{n-1}$, while $x, y, \ldots$ will continue to denote the general points of $\mathbf{R}^{n}$. The spherical harmonic $Z_{\xi}, \xi \in \Sigma_{n-1}$, defined by (2.13) (which was shown to be independent of the choice of orthonormal basis of $\mathscr{H}_{n}^{(k)}$ ) is called the zonal harmonic with pole $\xi$. It is clear from our discussion that $c_{0}=Z_{\mathbf{1}}(\mathbf{1})$ times the expression (2.14) equals $Z_{1}(x)$.

The following theorem is a basic tool that will be used in the next section in order to show how the spherical harmonics can be obtained from
irreducible representations. Before stating it we observe that $\left\|Z_{1}\right\|=$ $=\sqrt{\left(Z_{1}, Z_{1}\right)}=\sqrt{Z_{1}(\mathbf{1})}=a_{k}$. This follows immediately from the fact that $Z_{1}$ represents the linear functional mapping $p \in \mathscr{H}_{n}^{(k)}$ onto $p$ (1); that is, $\left(p, Z_{1}\right)=p(\mathbf{1})$. For, taking $p=Z_{1}$, we then must have $\left\|Z_{1}\right\|^{2}=$ $=\left(Z_{1}, Z_{1}\right)=Z_{1}(1)$.

Theorem (2.16). Let $\left\{\mathrm{Y}_{1}, \mathrm{Y}_{2}, \ldots, \mathrm{Y}_{d_{k}}\right\}$ be an orthonormal basis of $\mathscr{H}_{n}^{(k)}$ the space of (surface) spherical harmonics of degree k , such that $\mathrm{Y}_{1}=\mathrm{a}_{k}^{-1} \mathrm{Z}_{1}$. Then, if $\left(\mathrm{t}_{i j}(\mathrm{u})\right), \mathrm{u} \in \mathrm{SO}(\mathrm{n})$, is the matrix of $\mathrm{S}_{u}^{k, n}$ with respect to this basis, we have

$$
\begin{equation*}
Y_{j}(u \mathbf{1})=a_{k} \overline{t_{j 1}(u)}=\sqrt{Z_{1}(\mathbf{1})} \overline{t_{j 1}(u)} \tag{2.17}
\end{equation*}
$$

for $\mathrm{j}=1,2, \ldots, \mathrm{~d}_{k}$.
Proof. If $p \in \mathscr{H}_{n}^{(k)}$ is orthogonal to $Y_{1}$ we obtain

$$
0=\left(p, Y_{1}\right)=a_{k}^{-1}\left(p, Z_{1}\right)=a_{k}^{-1} p(\mathbf{1}) .
$$

In particular,

$$
\begin{equation*}
Y_{i}(\mathbf{1})=0 \quad \text { for } \quad i=2,3, \ldots, d_{k} . \tag{i}
\end{equation*}
$$

If $v \in S O(n)$ then the matrix $\left(t_{i j}(v)\right)$ of $S_{v}^{k, n}$ is given by

$$
\left(S_{v}^{k, n} Y_{j}\right)(\xi)=Y_{j}\left(v^{-1} \xi\right)=\sum_{i=1}^{d_{k}} t_{i j}(v) Y_{i}(\xi), \quad 1 \leqq j \leqq d_{k}
$$

Thus, putting $\xi=\mathbf{1}$ and using (i), we obtain

$$
Y_{j}\left(v^{-1} \mathbf{1}\right)=t_{1 j}(v) Y_{1}(\mathbf{1})=a_{k} \overline{t_{j 1}\left(v^{-1}\right)}, \quad 1 \leqq j \leqq d_{k}
$$

Letting $u=v^{-1}$ this equality reduces to relation (2.17) and the theorem is proved.

It is not hard to evaluate the constant $a_{k}^{2}=Z_{1}(\mathbf{1})$. In fact, let

$$
q(x)=x_{n}^{k}+\sum_{1 \leqq j \leqq k / 2}(-1)^{j} \frac{\beta_{1} \beta_{2} \ldots \beta_{j}}{\alpha_{1} \alpha_{2} \ldots \alpha_{j}} x_{n}^{k-2 j}\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n-1}^{2}\right)^{j}
$$

be the polynomial (2.14). We showed that $Z_{1}(\mathbf{1}) q(x)=Z_{1}(x)$. Thus,

$$
Z_{1}(\mathbf{1})=\left(Z_{1}, Z_{1}\right)=\left(a_{k}^{2} q, a_{k}^{2} q\right)=\left[Z_{1}(\mathbf{1})\right]^{2}(q, q)
$$

This shows that $a_{k}^{2}=Z_{1}(\mathbf{1})=1 /(q, q)$. On the other hand, the inner product $(q, q)$ is easily evaluated once we observe, after an easy calculation, that the polynomials $x_{n}^{k-2 j}\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n-1}^{2}\right)^{j}$ are mutually orthogonal and the square of their norm is $\alpha_{1} \alpha_{2} \ldots \alpha_{j} / \beta_{1} \beta_{2} \ldots \beta_{j}$. Hence,

$$
\begin{equation*}
a_{k}^{-2}=1 / Z_{1}(\mathbf{1})=1+\sum_{1 \leqq j \leqq k / 2} \frac{\beta_{1} \beta_{2} \ldots \beta_{j}}{\alpha_{1} \alpha_{2} \ldots \alpha_{j}}, \tag{2.18}
\end{equation*}
$$

where $\alpha_{j}=2 j(n+2 j-3)$ and $\beta_{j}=(k-2 j+1)(k-2 j+2)$. It can be shown that the last expression equals

$$
\prod_{j=0}^{k-1}\left(\frac{2 j+n-2}{j+n-2}\right)
$$

thus, we also have

$$
\begin{equation*}
\left.a_{k}^{-2}=\prod_{j=0}^{k-1} \frac{2 j+n-2}{j+n-2} \cdot{ }^{1}\right) \tag{2.19}
\end{equation*}
$$

In the next section we shall characterize those irreducible representations of $S O(n)$ that are equivalent to $S^{k, n}$. These will be the representations of class 1 (to be defined in $\S 3$ ). We shall show that the spaces spanned by the first column of the matrix of these representations with respect to certain orthonormal bases are the same whenever two representations are equivalent. Consequently, we can define $Y_{j}, j=1,2, \ldots, d_{k}$, by formula (2.17) when $\left(t_{i j}(u)\right)$ is such a matrix and obtain the spaces $\mathscr{H}_{n}^{(k)}$ directly from the general theory of representations of $S O(n)$.

## § 3. Representations of Class 1 and Spherical Harmonics

In the course of the proof of theorem (2.12) we showed that there was precisely a one dimensional subspace of $\mathscr{H}_{n}^{(k)}$ whose points invariant under the action of $S^{k, n}$ restricted to $S O(n-1)$. As we shall see, it is this property

1) When $n=4$, for example, $a_{k}^{2}=(k+1) 2^{-k}$. For $n=6, a_{k}^{2}=6(k+2)(k+3) 2^{-k}$. The fact that $a_{k}^{2}=Z_{1}(1) \leqq 1$ can be shown without any calculation. Equation (2.13) defined a "zonal harmonic" for any subspace of $\mathscr{P}^{(k)}$. If, in this definition, we use the orthonormal basis $\left\{\sqrt{\binom{k}{a}} x^{\alpha}\right\},\|\alpha\|=k$, we obtain $(x \cdot y)^{k}$. The value of this function at $x=1=y$ is obviously 1 . If, on the other hand, we use an orthonormal basis that is a continuation of an orthonormal basis of $\mathscr{H}^{(k)}$ we clearly have $Z_{1}(1) \leqq(1 \cdot 1)^{k}=1$.
that will enable us to identify those irreducible representations of $S O(n)$ that are equivalent to $S^{k, n}$. In order to do this we shall study, more generally, those representations $T$ of a compact group $G$ having the property that there exists a compact subgroup $K$ and a subspace $W$ of the Hilbert space on which $T$ acts such that $T(u)$, for $u \in K$, is the identity transformation when restricted to $W$. Before doing this, however, we would like to show that there is a close connection between $S O(n)$ and $\Sigma_{n-1}$.

To begin with, it is not hard to show that the space $S O(n) / S O(n-1)$ of left cosets $[u]=\{u w: u \in S O(n), w \in S O(n-1)\}$ can be identified in a natural way with the surface of the unit sphere $\Sigma_{n-1}$. The topology on this space is the one induced by the projection $u \rightarrow[u]$ of $S O(n)$ into $S O(n) / S O(n-1)$ (i.e. a set in this last space is open if and only if its inverse image is open). Given $u \in S O(n)$ let $x_{u}=u \mathbf{1}$; if $v \in[u]$ then $v \mathbf{1}=u \mathbf{1}$ since $u^{-1} v \in S O(n-1)$ and, thus, $v \mathbf{1}=\left(u u^{-1}\right) v \mathbf{1}=u\left(u^{-1} v \mathbf{1}\right)=u \mathbf{1}$. Consequently, the mapping $\Phi:[u] \rightarrow x_{u}=u \mathbf{1}$ is well defined. Moreover, it is clear that $\Phi$ is continuous, one to one and onto $\Sigma_{n-1}$. Since $S O(n) / S O(n-1)$ is compact it follows that $\Phi$ is a homeomorphism.

Secondly, the Haar measure of $S O(n)$ can be used in order to obtain the ordinary Lebesgue measure on $\Sigma_{n-1}$. This follows from the following result.

Theorem (3.1). If f is a continuous function on $\Sigma_{n-1}$ and $\xi_{0} \in \Sigma_{n-1}$, then

$$
\int_{\Sigma_{n}-1} f(\xi) d \xi=\int_{S O(n)} f\left(u \xi_{0}\right) d u
$$

where $\mathrm{d} \xi$ is the element of normalized Lebesgue measure on $\Sigma_{n-1}$ (that is, $\left.\int_{\Sigma_{n-1}} d \xi=1\right)$ and du is the element of normalized Haar measure on the group $\mathrm{SO}(\mathrm{n})$.

Proof. The only property of Lebesgue measure on $\Sigma_{n-1}$ that we need is that it is invariant under the action of rotations. Thus, first using this property, then the fact that Haar measure is normalized and Fubini's theorem we have

$$
\begin{aligned}
\int_{\Sigma_{n-1}} f(\xi) d \xi & =\int_{\Sigma_{n-1}} f(u \xi) d \xi=\int_{\text {SO(n) }}\left\{\int_{\Sigma_{n-1}} f(u \xi) d \xi\right\} d u \\
& =\int_{\Sigma_{n-1}}\left\{\int_{S O(n)} f(u \xi) d u\right\} d \xi
\end{aligned}
$$

Let $u_{0}$ be a rotation such that $u_{0} \xi_{0}=\xi$; then, since the compact group $S O(n)$ must be unimodular, the last integral equals

$$
\begin{aligned}
& \int_{\Sigma_{n-1}}\left\{\int_{S O(n)} f\left(u u_{0} \xi_{0}\right) d u\right\} d \xi=\int_{\Sigma_{n-1}}\left\{\int_{S O(n)} f\left(u \xi_{0}\right) d u\right\} d \xi \\
& \left.=\left\{\int_{S O(n)} f\left(u \xi_{0}\right) d u\right\}\left\{\int_{\Sigma_{n-1}} d \xi\right\}=\int_{S O(n)} f\left(u \xi_{0}\right) d u \cdot{ }^{1}\right)
\end{aligned}
$$

We now turn to the general case described at the beginning of $\S 3$. That is, we suppose $G$ is a compact group and $K$ a closed subgroup. Suppose $T$ is a representation of $G$ acting on a Hilbert space $H$ and $W \subset H$ the subspace of all those vectors in $H$ that are invariant under the action of $K$; that is,

$$
W=\left\{s \in H ; T_{u} s=s \text { for } u \in K\right\} .
$$

For example, as was mentioned briefly at the beginning of this section, when $G=S O(n), K=S O(n-1), T=S^{k, n}$ and $H=\mathscr{H}_{n}^{(k)}$ we showed in the course of the proof of theorem (2.12) that $W$ is the one dimensional subspace generated by the zonal harmonic $Z_{1}$.

The restriction of $T$ to $K$ is a representation of this subgroup that acts on $H$. If we choose an orthonormal basis of $H$ that is an extension of an orthonormal basis of $W$, then the matrix of $T(u)$ with respect to this basis has the form

$$
\left(\begin{array}{ll}
I_{W} & 0 \\
0 & \tilde{T}(u)
\end{array}\right)
$$

for all $u \in K$, where $I_{W}$ is the matrix of the identity operator on $W$. The mapping $\tilde{T}: u \rightarrow \tilde{T}(u)=\tilde{T}_{u}$ is a (matrix valued) representatoin of $K$ acting on $W^{\perp}$. Let $v$ be the normalized Haar measure of the group $K$. Then, if dimension $d$ of $H$ is greater than 1 it follows from the orthogonality relations of theorem (1.3) that

$$
\int_{K} T(u) d v(u)=\left(\begin{array}{cc}
I_{W} & 0  \tag{3.2}\\
0 & 0
\end{array}\right) ;
$$

or, equivalently, if $\left(t_{i j}(u)\right)$ is the matrix of $T(u)$ with respect to the above mantioned basis,

$$
\int_{\mathcal{K}} t_{i j}(u) d v(u)=\left\{\begin{array}{l}
\delta_{i j} \text { if } i, j \leqq c=\operatorname{dim} W \\
0 \text { otherwise }
\end{array}\right.
$$

[^6]If $v \in G$ it follows from (3.2) and the fact that $T$ is a representation that

Suppose $f$ is a continuous functions on $G$ that is constant on the left cosets $v K$; that is, $f(v u)=f(v)$ for all $u \in K$. Then,

$$
f(v)=\int_{K} f(v) d v(u)=\int_{K} f(v u) d v(u) .
$$

On the other hand, an application of Minkowski's integral inequality and (1.5) gives us

$$
\int_{K} f(v u) d v(u)=\sum_{\alpha \varepsilon \varepsilon d}\left(\sum_{i, j=1}^{d_{\alpha}} c_{i j}^{\alpha} \int_{K} t_{i j}^{\alpha}(v u) d v(u)\right)
$$

where $\left\{T^{\alpha}\right\}=\left\{\left(t_{i j}^{\alpha}\right)\right\}$ is a complete system of irreducible matrix valued representations of $G$ and the convergence is in the norm of $L^{2}(G)$. Thus, from (3.3) we have

$$
\begin{equation*}
f(v)=\sum_{\alpha \varepsilon, \mathcal{Q}}\left(\sum_{i=1}^{d_{\alpha}} \sum_{j=1}^{c_{\alpha}} c_{i j}^{\alpha} t_{i j}^{\alpha}(v)\right) \tag{3.4}
\end{equation*}
$$

where $c_{\alpha}$ is the dimension of $W_{\alpha}=\left\{s \in H^{\alpha}: T_{u}^{\alpha} s=s\right.$ for $\left.u \in K\right\}$ and the convergence is, again, in the norm of $L^{2}(G)$.

When $K=G$ then the spaces $W_{\alpha}$ must be zero dimensional. On the other hand, $c_{\alpha}=d_{\alpha}$ if $K$ consists of only the identity element of $G$. When $c_{\alpha}=1$ the representation $T^{\alpha}$ is said to be of class 1 with respect to K . The following theorem shows that, if $G=S O(n)$ and $K=S O(n-1)$, then an irreducible representation of $G$ is either of class 1 with respect to $K$ or there are no vectors in the space on which the representation acts that are invariant under the action of $K$.

Theorem (3.5). Suppose T is an irreducible representation of $\mathrm{SO}(\mathrm{n})$, $\mathrm{n} \geqq 3$, acting on the Hilbert space H and $\mathrm{W}=\left\{\mathrm{s} \in \mathrm{H}: \mathrm{T}_{u} \mathrm{~s}=\mathrm{s}\right.$ for $\mathrm{u} \in \mathrm{SO}(\mathrm{n}-1)\}$. Then the dimension of W is eigher 0 or 1 .

Proof. Given $v \in S O(n)$ we claim that there exists $w \in S O(n-1)$ such that $w v \mathbf{1}=v^{-1} 1$. If $v \in S O(n-1)$ we can take $w$ to be the identity.

If $v \notin S O(n-1)$ we first observe that $v \mathbf{1}-v^{-1} \mathbf{1}$ is orthogonal to $\mathbf{1}$ because

$$
v \mathbf{1} \cdot \mathbf{1}=\mathbf{1} \cdot v^{*} \mathbf{1}=\mathbf{1} \cdot v^{-1} \mathbf{1}=v^{-1} \mathbf{1} \cdot \mathbf{1} .
$$

Since $n \geqq 3$ we can construct a two dimensional subspace $V$ of $\mathbf{R}^{n}$ spanned by $v \mathbf{1}-v^{-1} \mathbf{1}$ and another vector orthogonal to $\mathbf{1}$. If we rotate this space about 1 by $\pi$ radians and leave the orthogonal complement of the span of $\mathbf{1}$ and $V$ pointwise fixed, we obtain a transformation $w \in S O(n-1)$ with the desired property.

If we put $u_{1}=v w v$ and $u_{2}=w^{-1}$ then $u_{1}, u_{2} \in S O(n-1)$ and $v=u_{1} v^{-1} u_{2}$. Thus,

$$
\begin{equation*}
T_{v}=T_{u_{1}} T_{v-1} T_{u_{2}} \tag{i}
\end{equation*}
$$

Suppose $\operatorname{dim} W \geqq 2$. Then we can find two vectors, $e_{1}$ and $e_{2}$, such that $\left(e_{i}, e_{j}\right)=\delta_{i j}$ and $T_{u} e_{j}=e_{j}$ for $i, j=1,2$ and $u \in S O(n-1)$. Let $t_{i j}(u)$ be the entries of the matrix of $T_{u}$ with respect to an orthonormal basis of $H$ having $e_{1}$ and $e_{2}$ as its first and second elements. Then $t_{i j}(u)=\delta_{i j}$ if either $i$ or $j$ is 1 or 2 and $u \in S O(n-1)$. This fact, together with (1.2) imply that $t_{i j}(v u)=t_{i j}(v)$ and $t_{i j}(u v)=t_{i j}(v)$ when $i, j=1,2$, $u \in S O(n-1) v \in S O(n)$. From equality (i), therefore, we have $t_{i j}(v)=$ $=\overline{t_{j i}(v)}$ for $i, j=1,2$ and all $v \in S O(n)$.

In particular,

$$
\begin{equation*}
t_{21}(v)=\overline{t_{12}(v)} \tag{ii}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{11}(v)=\overline{t_{11}(v)} \tag{iii}
\end{equation*}
$$

for all $v \in S O(n)$.
If $H_{1}$ is the space generated by $t_{11}, t_{21}, \ldots, t_{d 1}$ it then follows from theorem (1.6) that the span of the left translates of $t_{11}$ is again $H_{1}$ (otherwise this span would be a proper invariant subspace of $H_{1}$ ). Thus, there exist a finite number of rotations $u_{1}, u_{2}, \ldots, u_{m}$ and constant $c_{1} c_{2}, \ldots, c_{m}$ such that

$$
t_{21}(u)=\sum_{j=1}^{m} c_{j} t_{11}\left(u_{j}^{-1} u\right)
$$

for all $u \in S O(n)$. But, by theorem (1.3)

$$
\int_{S_{O(n)}} t_{21}(u) t_{12}(u) d u=\int_{\dot{S} O(n)} \overline{t_{12}(u)} t_{12}(u) d u=1 / d .
$$

On the other hand, again using the orthogonality relations of theorem (1.3),

$$
\begin{gathered}
\int_{\dot{S O(n)}}^{d} t_{11}\left(u_{j}^{-1} u\right) t_{12}(u) d u=\int_{\dot{S O(n)}}^{2} \overline{t_{11}\left(u_{j}^{-1} u\right)} t_{12}(u) d u= \\
=\int_{S 0(n)} \sum_{l=1}^{d} t_{1 l}\left(u_{j}^{-1}\right) t_{l 1}(u) t_{12}(u) d u= \\
=\sum_{l=1}^{d} \overline{t_{1 l}\left(u_{j}^{-1}\right)} \int_{S O(n)} \overline{t_{l 1}(u)} t_{12}(u) d u=0
\end{gathered}
$$

Hence,

$$
\int_{S O(n)} t_{21}(u) t_{12}(u) d u=\sum_{j=1}^{m} c_{j} \int_{S O(n)} t_{11}\left(u_{j}^{-1} u\right) t_{12}(u) d u=0 .
$$

We therefore obtain the contradiction $1 / d=0$ and the theorem is proved.
If $\left\{T^{\alpha}\right\}, \alpha \in \mathscr{A}$, is a complete system of irreducible matrix valued representations of $S O(n), n \geqq 3$, some of the $T^{\alpha}$ 's will be of class 1 with respect to $S O(n-1)$. The rest of the $T^{\alpha} s$ will act on Hilbert spaces having no non-zero vectors invariant under the action of $S O(n-1)$. Let $\mathscr{A}_{1} \subset \mathscr{A}$ be the set of $\alpha$ such that $T^{\alpha}$ is of class 1 with respect to $S O(n-1)$.

We fix such a complete system $\left\{T^{\alpha}\right\}$ of irreducible matrix valued representations of $S O(n)$. Suppcse $T$ is a representation equivalent to $T^{\alpha}$ for some $\alpha \in \mathscr{A}_{1}$; that is, $T$ is of class 1 with respect to $S O(\mathrm{n}-1)$. If $H$ is the Hilbert space on which $T$ acts then there exists a 1 dimensional subspace that is invariant under the action of $S O(n-1)$. Let $\left\{Y_{1}, Y_{2}, \ldots, Y_{d}\right\}$ be an orthonormal basis of $H$ such $Y_{1}$ spans this 1 dimensional space and ( $\left.t_{i j}(u)\right)$ the matrix of $T_{u}$ with respect to this basis. Then, by (3.3)
whenever $v \in S O$ ( $n$ )
In particular, if $\chi$ is the character of $T$ (see $\S 1$ ), we have

$$
\begin{equation*}
\int_{S 0(n-1)} \chi(v u) d u=t_{11}(v) \tag{3.6}
\end{equation*}
$$

for all $v \in S O(n)$. Since the character $\chi$ is the same for all members of the class $[T]$ of representations equivalent to $T$, (3.6) gives us a definition
of $t_{11}$ that does not depend on the representative we choose from [T]. The same must therefore be true of the vector space spanned by the left translates of $t_{11}$. By theorem (1.6) this vector space must be the linear span $H_{1}$ of the elements $t_{11}, t_{21}, \ldots, t_{d 1}$ of the first column of the matrix $\left(t_{i j}\right)$ (for, as was argued in the proof of theorem (3.5), if this were not the case $H_{1}$ would have a proper invariant subspace). In the proof of (1.6) we showed, moreover, that the restriction to $H_{1}$ of the left regular representation of $S O(n)$ is equivalent to the representation $\bar{T}$ whose matrix with respect to $\left\{Y_{1}, Y_{2}, \ldots, Y_{d}\right\}$ is $\overline{\left(t_{i j}\right)}$. In fact, we showed that this restriction $R^{(1)}$ equals $L \bar{T} L^{-1}$, where $L$ is the isometric linear transformation of $H$ onto $H_{1}$ mapping $Y_{i}$ onto $\sqrt{d} t_{i 1}, 1 \leqq i \leqq d$ (see footnote at the end of $\S 1$ ).

We can apply these arguments to the representation $S^{k, n}$ acting on $\mathscr{H}_{n}^{(k)}$ since it is of class 1 with respect to $S O(n-1)$; in fact, for $Y_{1}$ we can choose $a_{k}^{-1} Z_{1}$ where $a_{k}=\sqrt{Z_{1}(1)}=\sqrt{\left(Z_{1}, Z_{1}\right)}$ (see theorem (2.16)). In particular there exists $\alpha=\alpha_{k} \in \mathscr{A}_{1}$ such that $S^{k, n}$ is equivalent to $T^{\alpha}$. We then obtain the same function $t_{11}^{\alpha}$ from (3.6) by taking $\chi=\chi^{\alpha}$ to be either the character of $S^{k, n}$ or of $T^{\alpha}$. Thus, $S^{k, n}$ and $T^{\alpha}$ are (isometrically) equivalent to the restriction of the left regular representation of $S O(n)$ to the vector space generated by the left translates of $\overline{t_{11}^{\alpha}}=\overline{t^{\alpha}}$. It follows from (2.17) and (3.6) that

$$
Z_{1}(v \mathbf{1}) / Z_{\mathbf{1}}(\mathbf{1})=\overline{t^{\alpha}(v)}=\int_{\dot{S} O(n-1)} \overline{\chi^{\alpha}(v u)} d u
$$

for all $v \in S O(n)$. In equation (2.13), which was used in order to define $Z_{1}$, we could have chosen an orthonormal basis $\left\{Y_{1}, Y_{2}, \ldots, Y_{d_{k}}\right\}$ of $\mathscr{H}_{n}^{(k)}$ that consists of real valued functions (recall that the sum on the right is independent of the choice of orthonormal basis); we see, therefore, that $Z_{1}$ must be real valued. Consequently, we can omit the bars denoting complex conjugation in the last equality and we obtain

$$
\begin{equation*}
Z_{1}(v \mathbf{1}) / Z_{1}(\mathbf{1})=t^{\alpha}(v)=\int_{S O(n-1)} \chi^{\alpha}(v u) d u \tag{3.7}
\end{equation*}
$$

for all $v \in S O(n)$.
It follows that a function $p$ on $\Sigma_{n-1}$ is a spherical harmonic belonging to $\mathscr{H}_{n}^{(k)}$ if and only if

$$
\begin{equation*}
p(u \mathbf{1})=F(u), \tag{3.8}
\end{equation*}
$$

where $F$ is a finite linear combination of left translates of $t^{\alpha}$.
Suppose $p, q \in \mathscr{H}_{n}^{(k)}$. In § 2 we defined their inner product $(p, q)$
(see (2.6), (2.6 ) and (2.6")). Since $\mathscr{H}_{n}^{(k)} \subset L^{2}\left(\Sigma_{n-1}\right)$ we can also form the inner product that $L^{2}\left(\Sigma_{n-1}\right)$ induces on $\mathscr{H}_{n}^{(k)}$ :

$$
\begin{equation*}
<p, q>=\int_{\Sigma_{n-1}} p(\xi) \overline{q(\xi)} d \xi \tag{3.9}
\end{equation*}
$$

It is not hard to show that these two inner products differ only by a multiplicative constant:

$$
\begin{equation*}
<p, q>=A_{k}(p, q) \tag{3.10}
\end{equation*}
$$

where $A_{k}=Z_{1}(\mathbf{1}) / d_{k}=a_{k}^{2} / d_{k}$.
In order to show this we choose the orthonormal basis $\left\{Y_{1}, Y_{2}, \ldots, Y_{d_{k}}\right\}$ of theorem (2.16), let $p=\Sigma b_{j} Y_{j}$ and $q=\Sigma c_{j} Y_{j}$. Then,

$$
(p, q)=\sum_{j=1}^{d_{k}} b_{j} \bar{c}_{j}
$$

But by (2.16), (3.1) and (1.3),

$$
\begin{gathered}
<p, q>=\int_{\Sigma_{n-1}} p(\xi) \overline{q(\xi)} d \xi=\int_{S_{0(n)}} a_{k}^{2}\left(\sum_{j=1}^{d_{k}} b_{j} \overline{t_{j 1}(u)}\right)\left(\sum_{j=1}^{d_{k}} \bar{c}_{j} t_{j 1}(u)\right) d u= \\
=a_{k}^{2} d_{k}^{-1} \sum_{j=1}^{d_{k}} b_{j} \bar{c}_{j}=a_{k}^{2} d_{k}^{-1}(p, q)
\end{gathered}
$$

In the discussion following (2.13) we showed that $Z_{\nu \xi}(\eta \eta)=Z_{\xi}(\eta)$ for all $v \in S O(n)$ and $\xi, \eta \in \Sigma_{n-1}$. Thus,

$$
\begin{aligned}
<Z_{v \xi}, Z_{v \xi}> & =\int_{\Sigma_{n-1}}\left|Z_{v \xi}(\eta)\right|^{2} d \eta=\int_{\Sigma_{n-1}}\left|Z_{v \xi}(v \eta)\right|^{2} d \eta= \\
& =\int_{\Sigma_{n-1}}\left|Z_{\xi}(\eta)\right|^{2} d \eta=<Z_{\xi}, Z_{\xi}>
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
<Z_{\xi}, Z_{\xi}>=<Z_{\eta}, Z_{\eta}> \tag{3.11}
\end{equation*}
$$

for all $\xi, \eta \in \Sigma_{n-1}$. Using the fact that $p(\eta)=\left(p, Z_{\eta}\right)$ for $p \in \mathscr{H}_{n}^{(k)}$, (3.10), Schwarz's inequality and (3.11) we obtain

$$
\begin{gathered}
\left|Z_{\xi}(\eta)\right|=\left|\left(Z_{\xi}, Z_{\eta}\right)\right|=A_{k}^{-1}\left|<Z_{\xi}, Z_{\eta}>\right| \leqq \\
\leqq A_{k}^{-1} \sqrt{<Z_{\xi}, Z_{\xi}><Z_{\eta}, Z_{\eta}>}= \\
=A_{k}^{-1}<Z_{\xi}, Z_{\xi}>=A_{k}^{-1} A_{k}\left(Z_{\xi}, Z_{\xi}\right)=\left(Z_{1}, Z_{1}\right)=Z_{1}(\mathbf{1}) .
\end{gathered}
$$

We have shown that

$$
\begin{equation*}
\left|Z_{\xi}(\eta)\right| \leqq Z_{1}(\mathbf{1}) \tag{3.12}
\end{equation*}
$$

for all $\xi, \eta \in \Sigma_{n-1}$.
It is not hard to show that each representation $T^{\alpha}, \alpha \in \mathscr{A}_{1}$, is equivalent to one of the representations $S^{k, n}$, for some $k=0,1, \ldots$. We assume that $t_{11}^{\alpha}(v)=t^{\alpha}(v)$ is the function defined by (3.7); equivalently, we can assume that $\left(t_{i j}^{\alpha}(v)\right)$ is the matrix of the representation $T^{\alpha}(v)$ with respect to an orthonormal basis of $H^{\alpha}$ whose first element is invariant under $S O(n-1)$. We claim that, under these conditions, the system

$$
\begin{equation*}
\underset{\alpha \varepsilon \mathscr{A}_{1}}{U}\left\{\sqrt{d_{\alpha}} t_{11}^{\alpha}, \ldots \sqrt{d_{\alpha}} t_{d_{\alpha} 1}^{\alpha}\right\} \tag{3.13}
\end{equation*}
$$

is a complete orthonormal system for the class of functions $f$ in $L^{2}(S O(n))$ that are constant on the left cosets $v S O(n-1)$; that is, $f(v u)=f(v)$ for all $u \in S O(n-1)$. This follows from (3.4). In fact we have

$$
\begin{equation*}
f(v)=\sum_{\alpha \varepsilon \mathscr{Q}_{1}} \sum_{i=1}^{d_{\alpha}} c_{i 1}^{\alpha} t_{i 1}^{\alpha}(v) \tag{3.14}
\end{equation*}
$$

for all such functions $f$ (the convergence is in $L^{2}$ and the coefficients $c_{i 1}^{\alpha}$ are those introduced in (1.5)). If we consider those indices $\alpha \in \mathscr{A}_{1}$ that correspond to some $k=0,1,2, \ldots$ in the manner described above (i.e. $S^{k, n}$, being of class 1 , must be equivalent to one of the representations $T^{\alpha}=T^{\alpha \alpha_{k}}$ with $\alpha \in \mathscr{A}_{1}$ ) we obtain a subcollection of the orthonormal system (3.13). On the other hand, it follows immediately from (2.15) and (3.1) that this subcollection must consist of the entire complete system (3.13).

We collect these various results in the following theorem:
Theorem (3.15). Suppose $\left\{\mathrm{T}^{\alpha}\right\}, \alpha \in \mathscr{A}$, is a complete system of irreducible representations of $\mathrm{SO}(\mathrm{n})$ and $\mathscr{A}_{1} \subset \mathscr{A}$ is the set of all $\alpha \in \mathscr{A}$ such that $\mathrm{T}^{\alpha}$ is of class 1 with respect to $\mathrm{SO}(\mathrm{n}-1)$. We can then find a one to one correspondence $\mathrm{k} \leftrightarrow \alpha_{k}$ between the non-negative integers $\mathrm{k}=0,1,2, \ldots$ and the members $\alpha\left(=\alpha_{k}\right)$ of $\mathscr{A}_{1}$ such that $\mathrm{S}^{k, n}$ and $\mathrm{T}^{\alpha_{k}}$ are equivalent. If $\chi_{k}$ is the character of $\mathrm{S}^{k ; n}\left(\right.$ or $\left.\mathrm{T}^{\alpha_{k}}\right)$ then the zonal harmonic $\mathrm{Z}_{1}$ of $\mathscr{H}_{n}^{(k)}$ is real valued and satisfies

$$
\begin{equation*}
a_{k}^{-2} Z_{1}(v 1)=\int_{S O(n-1)} \chi_{k}(v u) d u=t^{(k)}(v) \tag{3.16}
\end{equation*}
$$

for all $\mathrm{v} \in \mathrm{SO}(\mathrm{n})$. A function p on $\Sigma_{n-1}$ is a spherical harmonic of degree k if and only if $\mathrm{p}(\mathrm{u} \mathbf{1})=\mathrm{F}(\mathrm{u}), \mathrm{u} \in \mathrm{SO}(\mathrm{n})$, where F is a finite linear combina-
tion of left translates of $\mathrm{t}^{(k)}$. If $(\mathrm{p}, \mathrm{q})$ is the inner product of p and q in $\mathscr{H}_{n}^{(k)}$ introduced in § 2 and

$$
<p, q>=\int_{\Sigma_{n-1}} p(\xi) \overline{q(\xi)} d \xi
$$

is the inner product of p and q regarded as members of $\mathrm{L}^{2}\left(\Sigma_{n-1}\right)$ then

$$
\begin{equation*}
<p, q>=A_{k}(p, q) \tag{3.17}
\end{equation*}
$$

where $\mathrm{A}_{k}=\mathrm{Z}_{\mathbf{1}}(\mathbf{1}) / \mathrm{d}_{k}=\mathrm{a}_{k}^{2} / \mathrm{d}_{k}$. If $\mathrm{p} \in \mathscr{H}_{n}^{(k)}$ and $\mathrm{q} \in \mathscr{H}_{n}^{(j)}$ with $\mathrm{k} \neq \mathrm{j}$ then $<\mathrm{p}, \mathrm{q}>=0$. Suppose $\left\{\mathrm{Y}_{1}^{(k)}, \mathrm{Y}_{2}^{(k)} . \ldots, \mathrm{Y}_{d_{k}}^{(k)}\right\}$ is an orthonormal basis of $\mathscr{H}_{n}^{(k)}$ then

$$
\bigcup_{k=0}^{\infty}\left\{Y_{1}^{(k)}, Y_{2}^{(k)}, \ldots, Y_{d_{k}}^{(k)}\right\}
$$

is a complete orthonormal system in $\mathrm{L}^{2}\left(\Sigma_{n-1}\right)$. The zonal harmonic $Z_{\xi}$, $\xi \in \Sigma_{n-1}$, is less than or equal to $\mathrm{Z}_{1}(\mathbf{1})$ in absolute value.

Perhaps the only fact we did not explicitly prove is that $\langle p, q\rangle=0$ when $p \in \mathscr{H}_{n}^{(k)}$ anc $q \in \mathscr{H}_{n}^{(j)}$ with $k \neq j$. But this is an easy consequence of the Peter-Weyl theorem (1.3) and theorem (3.1) since $\int_{S O(n)} F(u) \overline{G(u)} d u=0$ when $F$ is a finite linear combination of left translates of $t^{(k)}$ and $G$ a finite linear combination of left translates of $t^{(j)}$ (by (1.2) such left translates are linear combinations of entries in the first column of a matrix of the representation with respect to some orthonormal system whose first element is invariant under $S O(n-1)$ ). We have not considered the problem of determining the degree of homogeneity $k$ from a given irreducible representation $T^{\alpha}$ of class 1 with respect to $S O(n-1)$. Perhaps the easiest way of doing this is by observing that the dimension of the space $H^{\alpha}$ on which $T^{\alpha}$ acts must be the same as that of $\mathscr{H}_{n}^{(k)}$ when $T^{\alpha}$ and $S^{k, n}$ are equivalent. But the dimension $d_{k}$ of $\mathscr{H}_{n}^{(k)}$ can be easily calculated in terms of $k$. From theorem (2.12) and the discussion preceeding it, we see that $\mathscr{P}^{(k)}$ is the direct sum of $\mathscr{H}_{n}^{(k)}$ and $|x|^{2} \mathscr{P}^{(k-2)}$. Since this last space obviously has the same dimension as $\mathscr{P}^{(k-2)}$ it follows that $d_{k}=\operatorname{dim} \mathscr{P}^{(k)}-\operatorname{dim} \mathscr{P}^{(k-2)}$. By an easy combinatorial argument (see Stein and Weiss [10], Chapter IV, § ) we can show that

$$
\begin{equation*}
\operatorname{dim} \mathscr{P}^{(k)}=\binom{n+k-1}{k} \tag{3.18}
\end{equation*}
$$

Thus, for $n \geqq 3$,

$$
\begin{equation*}
d_{k}=\operatorname{dim} \mathscr{H}_{n}^{(k)}=\frac{(k+n-3)!(2 k+n-2)}{(n-2)!} . \tag{3.19}
\end{equation*}
$$

Theorem (3.15) shows us how the spherical harmonics we introduced in § 2 can be obtained from the general theory of representations of compact groups applied to $S O(n)$. We have also obtained several properties of these spherical harmonics by using simple arguments based on this general theory. We claim that essentially all the well-known classical facts concerning these special functions can be obtained by equally simple arguments. In the next section we justify this claim by deriving a number of important results in the theory of spherical harmonics. Our arguments will again be based on the general theory of representations of compact groups.

## § 4. Some properties of spherical harmonics

The zonal harmonics $Z_{1}$ are often expressed in terms of certain polynomial functions $P_{n}^{(k)}$ restricted to the interval $[-1,1]$ that are called the ultra spherical (or Gegenbauer) polynomials. We have already obtained such an expression in $\S 2$. In fact let

$$
\begin{equation*}
P^{(k)}(t)=a_{k}^{2}\left(t^{k}+\sum_{1 \leqq j \leqq k / 2}(-1)^{j} \frac{\beta_{1} \beta_{2} \ldots \beta_{j}}{\alpha_{1} \alpha_{2} \ldots \alpha_{j}} t^{k-2 j}\left(1-t^{2}\right)^{j}\right) \tag{4.1}
\end{equation*}
$$

for $-1 \leqq t \leqq 1, \alpha_{j}=2 j(2 j+n-3), \beta_{j}=(k-2 j+1)(k-2 j+2)$ and $a_{k}^{2}=Z_{1}(\mathbf{1})$. If $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \Sigma_{n-1}$ and we put $t=\xi_{n}$, so that $1-t^{2}=\xi_{1}^{2}+\ldots+\xi_{n-1}^{2}$, the expression in parenthesis becomes the polynomial (2.14) exaluated at $\xi$. The observation we made in the paragraph following the proof of Corollary (2.15) is equivalent to the fact $Z_{1}(\xi)$ and $P^{(k)}(t)$ are equal. Writing $t=\xi .1$ this equality becomes

$$
\begin{equation*}
Z_{1}(\xi)=P^{(k)}(\xi \cdot \mathbf{1}) \tag{4.2}
\end{equation*}
$$

Usually, the ultraspherical polynomials are introduced in one of two ways. One method is to apply the Gram-Scmidt process to the powers $1, t, t^{2}, \ldots$ restricted to the interval $[-1,1]$ with respect to the inner product

$$
\begin{equation*}
(f, g)=\int_{-1}^{1} f(t) \overline{g(t)}\left(1-t^{2}\right)^{\frac{n-3}{2}} d t \tag{4.3}
\end{equation*}
$$

Another definition of the polynomials $P^{(k)}$ involves the $k^{t h}$ derivative of $\left(1-t^{2}\right)^{(2 k+n-3) / 2}$ :

$$
\begin{equation*}
P^{(k)}(t)=\alpha_{k, n}\left(1-t^{2}\right)^{(3-n) / 2} \frac{d^{k}}{d t^{k}}\left(1-t^{2}\right)^{(n+2 k-3) / 2} \tag{4.4}
\end{equation*}
$$

It is not hard to show that the definition (4.1) is equivalent to these two definitions. One way of doing this is by first establishing the following lemma:

Lemma (4.5). Suppose $\varphi$ is a continuous function on $[-1,1]$ then

$$
\int_{\Sigma_{n-1}} \varphi(\xi \cdot \eta) d \xi=c_{n} \int_{-1}^{1} \varphi(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} d t
$$

where

$$
c_{n}^{-1}=\int_{-1}^{1}\left(1-t^{2}\right)^{\frac{n-3}{2}} d t
$$

Proof. This lemma is really of a geometrical nature. First, we note that

$$
\int_{\Sigma_{n-1}} \varphi(\xi \cdot \eta) d \xi
$$

is independent of $\eta$ since, if $u$ is a rotation,

$$
\int_{\Sigma_{n-1}} \varphi(\xi \cdot u \eta) d \xi=\int_{\Sigma_{n-1}} \varphi(u * \xi \cdot \eta) d \xi=\int_{\Sigma_{n-1}} \varphi(\xi \cdot \eta) d \xi
$$

Thus, we can choose $\eta=1$. Having done this, we can then evaluate the integral of $\varphi(\xi . \mathbf{1})$ over $\Sigma_{n-1}$ by first integrating over a parallel perpendicular to $\mathbf{1}, \sigma_{\theta}=\left\{\xi \in \Sigma_{n-1}: \xi . \mathbf{1}=\cos \theta\right\}, 0 \leqq \theta \leqq \pi$, and then integrating the function of $\theta$ we have obtained over the interval $[0, \pi]$. Since $\varphi(\xi .1)=$ $=\varphi(\cos \theta)$ is constant over this parallel and the Lebesgue measure of $\sigma_{\theta}$ is $\omega_{n-2}(\sin \theta)^{n-2}$ (where $\omega_{n-2}$ is the measure of the surface, $\Sigma_{n-2}$, of the unit sphere of $\mathbf{R}^{n-1}$ ) we must have

$$
\int_{\Sigma_{n-1}} \varphi(\xi \cdot \mathbf{1}) d \xi=\tilde{c}_{n} \int_{0}^{\pi} \omega_{n-2} \varphi(\cos \theta)(\sin \theta)^{n-2} d \theta
$$

The constant

$$
\tilde{c}_{n}=1 / \int_{-1}^{1} \omega_{n-2}(\sin \theta)^{n-2} d \theta
$$

must be introduced since we normalized $d \xi$ so that

$$
\int_{\Sigma_{n}-1} d \xi=1
$$

The lemma now follows from the change of variables $t=\cos \theta$.
One of the assertions of theorem (3.15) is that

$$
<p, q>=\int_{\Sigma_{n-1}} p(\xi) \overline{q(\xi)} d \xi=0 \quad \text { if } \quad p \in \mathscr{H}_{n}^{(k)} \text { and } q \in \mathscr{H}_{n}^{(j)}
$$

If we apply this result to $p(\xi)=Z_{1}^{(k)}(\xi)$ and $q(\xi)=Z_{1}^{(j)}(\xi)$, (4.2) and lemma (4.5) then imply

$$
\begin{equation*}
\int_{-1}^{1} P^{(k)}(t) P^{(j)}(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} d t=0 \tag{4.6}
\end{equation*}
$$

when $k \neq j$. Since $P^{(k)}$ is a polynomial of degree $k$, for $k=0,1,2, \ldots$ we have the following result:

Theorem (4.7). The polynomials $\mathrm{P}^{(k)}(\mathrm{t}), \mathrm{k}=0,1,2, \ldots$, form a complete orthogonal system in $\mathrm{L}^{2}(-1,1)$ with respect to the inner product $(4.3)$.

Let

$$
Q(t)=\left(1-t^{2}\right)^{(3-n) / 2} \frac{d^{k}}{d t^{k}}\left(1-t^{2}\right)^{(n+2 k-3) / 2}
$$

and $R(t)$ a polynomial of degree $\leqq(k-1)$. Then, integrating by parts $k$ times, we obtain

$$
\int_{-1}^{1} R(t) Q(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} d t=\int_{-1}^{1} R(t) \frac{d^{k}}{d t^{k}}\left(1-t^{2}\right)^{(n+2 k-3) / 2} d t=0
$$

In particular, $Q$ is orthogonal to $P^{(j)}$ for $j=0,1, \ldots, k-1$. Since $Q(t)$ is of degree $k$ it follows from theorem (4.7) that there must exist a constant $\alpha=\alpha_{k, n}$ such that $P^{(k)}(t)=\alpha_{k, n} Q(t)$. This is precisely equality (4.4).

The following result, a useful tool in the theory of singular integrals and partial differential equations (see Calderon and Zygmund [3] and Seeley [9]), is an immediate application of the relation (3.17) between the inner products $<,>$ and (, ).

Theorem (4.8). If p is a harmonic polynomial on $\mathbf{R}^{n}$ that is homogeneous of degree k then there exists a constant $\mathrm{B}=\mathrm{B}(\|\alpha\|, \mathrm{n})$, depending only on the dimension n and $\|\alpha\|$, such that

$$
\int_{\Sigma_{n-1}}\left|D^{\alpha} p(\xi)\right|^{2} d \xi \leqq B(k+1)^{2| | \alpha| |} \int_{\Sigma_{n-1}}|p(\xi)|^{2} d \xi
$$

Proof. Suppose $p(x)=\sum_{\|\beta\|=k} c_{\beta} x^{\beta}$. Since, by assumption, $p \in \mathscr{H}_{n}^{(k)}$ It follows that any one of its partial derivatives, say $\frac{\partial p}{\partial x_{n}}$, belongs to $\mathscr{H}_{n}^{(k-1)}$. If $\Sigma^{\prime}$ denotes summation over all $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ such that $\|\beta\|=k$ and $\beta_{n}>0$, then

$$
\frac{\partial p}{\partial x_{n}}(x)=\sum^{\prime} \beta_{n} c_{\beta} x^{\beta-1} .
$$

Thus, by (2.6"),

$$
\left(\frac{\partial p}{\partial x_{n}}, \frac{\partial p}{\partial x_{n}}\right)_{(k-1)}=\sum_{\|\beta\|=k}^{\prime} \frac{\beta!}{(k-1)!} \beta_{\hbar}\left|c_{\beta}\right|^{2} .
$$

Since $\|\beta\|=k$ implies $\beta_{n} \leqq k$ it follows that

$$
\begin{aligned}
& (p, p)_{(k)}=\sum_{\|\beta\|=k} \frac{\beta!}{k!}\left|c_{\beta}\right|^{2} \geqq \sum_{\|\beta\|=k}^{\prime} \frac{\beta!}{(k-1)!} \beta_{n} \frac{1}{\beta_{n} k}\left|c_{\beta}\right|^{2} \\
& \geqq \frac{1}{k^{2}} \sum_{\|\beta\|=k}^{\prime} \frac{\beta!}{(k-1)!} \beta_{n}\left|c_{\beta}\right|^{2}=\frac{1}{k^{2}}\left(\frac{\partial p}{\partial x_{n}}, \frac{\partial p}{\partial x_{n}}\right)_{(k-1)} .
\end{aligned}
$$

Repeating this argument we obtain

$$
\begin{equation*}
\left(D^{\alpha} p, D^{\alpha} p\right)_{(k-\|\alpha\|)} \leqq\left[\frac{k!}{(k-\|\alpha\|)!}\right]^{2}(p, p)_{(k)} . \tag{4.9}
\end{equation*}
$$

From, (3.17), (4.9), (2.19) ${ }^{1}$ ) and (3.19) we then have

$$
\begin{gathered}
\int_{\Sigma_{n-1}}\left|D^{\alpha} p(\xi)\right|^{2} d \xi=<D^{\alpha} p, D^{\alpha} p>=A_{k-\|\alpha\|}\left(D^{\alpha} p, D^{\alpha} p\right)_{(k-\|\alpha\|)} \\
\leqq A_{k-\|\alpha\|}\left[\frac{k!}{(k-\|\alpha\|)!}\right]^{2}(p, p)_{(k)}= \\
=A_{k-\|\alpha\|}\left[\frac{k!}{(k-\| \alpha| |)!}\right]^{2} A_{k}^{-1}<p, p>=C(\alpha, n, k) \int_{\Sigma_{n-1}}|p(\xi)|^{2} d \xi
\end{gathered}
$$

Here

$$
C(\alpha, n, k)=A_{k-\|\alpha\|}\left[\frac{k!}{(k-\|\alpha\|)!}\right]^{2} A_{k}^{-1}=
$$

$$
\begin{gathered}
=\left(\frac{a_{k-}\|\alpha\|}{a_{k}}\right)^{2}\left(\frac{d_{k}}{d_{k-\|}}\right) \frac{(k!)^{2}}{[(k-\|\alpha\|)!]^{2}}= \\
=\left\{\prod_{j=k-\|\alpha\|}^{k-1} \frac{2 j+n-2}{j+n-2}\right\}\left\{\frac{(k+n-3)!(2 k+n-2)(k-\|\alpha\|)!}{k!(k-\|\alpha\|+n-3)!(2 k-2\|\alpha\|+n-2)}\right\} \\
\frac{(k!)^{2}}{[(k-\|\alpha\|)!]^{2}}
\end{gathered}
$$

The first product in brackets consists of $\|\alpha\|-1$ terms, each less than or equal to 2 ; therefore, it is dominated by $2^{\|\alpha\|-1}$. The second bracket times the last fraction reduce to

$$
\frac{2 k+n-2}{2 k-2\|\alpha\|+n-2}\left\{\frac{k!(k+n-3)!}{(k-\|\alpha\|)!(k-\|\alpha\|+n-3)!}\right\} .
$$

Since $\|\alpha\| \leqq k$ and $3 \leqq n$,
$\frac{2 k+n-2}{2 k-2\|\alpha\|+n-2} \leqq \frac{2\|\alpha\|+n-2}{n-2}=\frac{2\|\alpha\|}{n-2}+1 \leqq 2\|\alpha\|+1$.
The term in brackets, however, consists of the product of $\|\alpha\|$ numbers $(k+n-3)(k+n-4) \ldots(k+n-\|\alpha\|-2)$ times another product, $k(k-1) \ldots$ $(k-\|\alpha\|+1)$, of $\|\alpha\|$ numbers. Since each factor is no larger than $k+n-3$, the term in brackets is dominated by

$$
(k+n-3)^{2\|\alpha\|} \leqq(n-2)^{2\|\alpha\|}(k+1)^{2\|\alpha\|} .
$$

Thus,

$$
C(\alpha, n, k) \leqq 2^{\|\alpha\|-1}(2\|\alpha\|+1)(n-2)^{2\|x\|}(k+1)^{2\|\alpha\|}
$$

and the theorem is proved with $B(\|\alpha\|, n)=2^{\|\alpha\|-1}(2\|\alpha\|+1)(n-2)^{2\|\alpha\|}$.
Many classical formulae are easily derived from the general theory we have developed. For example, let us consider the relation

$$
\begin{equation*}
P^{(k)}\left(\xi_{n}\right) P^{(k)}\left(\eta_{n}\right)= \tag{4.10}
\end{equation*}
$$

$$
=a_{k}^{2} c_{n-1} \int_{-1}^{1} P^{(k)}\left(\xi_{n} \eta_{n}+\left(1-\xi_{n}^{2}\right)^{1 / 2}\left(1-\eta_{n}^{2}\right)^{1 / 2} t\right)\left(1-t^{2}\right)^{\frac{n-4}{2}} d t
$$

which we shall show to be true for all $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ and

$$
\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right) \text { in } \Sigma_{n-1}
$$

(the constant $c_{n-1}$ was introduced in the statement of lemma (4.5)). This is formula (20) on page 177 of the Bateman Manuscript Project [1], Volume 1.

Equality (4.10) can be regarded as a functional equation defining the zonal harmonics $Z_{1}$ or the ultraspherical polynomials $P^{(k)}$ (in the same sense that the relation $f(x+y)=f(x) f(y)$ can be regarded as a functional equation defining the exponential functions).

We claim that (4.10), as well as the statement in the last paragraph, are nothing but a transcription of the following theorem:

Theorem (4.11). Let $\mathrm{t}^{(k)}, \mathrm{k}=0,1,2, \ldots$, be the function defined by (3.16). Then,

$$
\begin{equation*}
t^{(k)}\left(u_{1} v u_{2}\right)=t^{(k)}(v) \tag{i}
\end{equation*}
$$

for $\mathrm{u}_{1}, \mathrm{u}_{2}$ in $\mathrm{SO}(\mathrm{n}-1)$ and v in $\mathrm{SO}(\mathrm{n})$. Moreover,

$$
\begin{equation*}
\int_{S O(n-1)} t^{(k)}\left(v_{1} u v_{2}\right) d u=t^{(k)}\left(v_{1}\right) t^{(k)}\left(v_{2}\right) \tag{ii}
\end{equation*}
$$

for all $\mathrm{v}_{1}, \mathrm{v}_{2} \in \mathrm{SO}(\mathrm{n})$.
Conversely, suppose t is a continuous function on $\mathrm{SO}(\mathrm{n})$ that is not identically zero which satisfies

$$
t\left(u_{1} v u_{2}\right)=t(v)
$$

for $\mathrm{u}_{1}, \mathrm{u}_{2}$ in $\mathrm{SO}(\mathrm{n}-1, \mathrm{v}$ in $\mathrm{SO}(\mathrm{n})$ and

$$
\int_{S O(n-1)} t\left(v_{1} u v_{2}\right) d u=t\left(v_{1}\right) t\left(v_{2}\right)
$$

for all $\mathrm{v}_{1}, \mathrm{v}_{2}$ in $\mathrm{SO}(\mathrm{n})$. Then there exists a non-negative integer k such that $\mathrm{t}=\mathrm{t}^{(k)}$.

Before proving theorem (4.11) we show that equality (ii) does imply (4.10). In fact, from (2.17) and (4.2)

$$
a_{k}^{2} t^{(k)}(u)=P^{(k)}(u \mathbf{1 . 1})
$$

for all $u \in S O(n)$ (recall that $t^{(k)}$ and, therefore, $Z_{1}$ are real valued. This was shown immediately preceding (3.7)). Thus, (4.11), part (ii), becomes

$$
a_{k}^{-2} \int_{S 0(n-1)} P^{(k)}\left(v_{1} u v_{2} \mathbf{1 . 1}\right) d u=a_{k}^{-4} P^{(k)}\left(v_{1} 1.1\right) P^{(k)}\left(v_{2} 1.1\right)
$$

If we put $v_{2} \mathbf{1}=\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ and $v_{1}^{*} \mathbf{1}=v_{1}^{\prime} \mathbf{1}=\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right)$, then $v_{2} \mathbf{1} . \mathbf{1}=\xi_{n}$ and $v_{1} \mathbf{1} \cdot \mathbf{1}=\mathbf{1} \cdot v_{1}^{*} \mathbf{1}=\eta_{n}$.

Hence,

$$
\begin{equation*}
a_{k}^{2} \int_{S 0(n-1)} P^{(k)}(u \xi \cdot \eta) d u=P^{(k)}\left(\xi_{n}\right) P^{(k)}\left(\eta_{n}\right) \tag{4.12}
\end{equation*}
$$

We now write

$$
\xi=\left(1-\xi_{n}^{2}\right)^{1 / 2} \xi^{\prime}+\xi_{n} \mathbf{1} \text { and } \eta=\left(1-\eta_{n}^{2}\right)^{1 / 2} \eta^{\prime}+\eta_{n} \mathbf{1}
$$

where

$$
\xi^{\prime}=\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots, \xi_{n-1}^{\prime}, 0\right) \quad \text { and } \quad \eta^{\prime}=\left(\eta_{1}^{\prime}, \eta_{2}^{\prime}, \ldots, \eta_{n-1}^{\prime}, 0\right)
$$

belong to $\Sigma_{n-1}$ and are orthogonal to $\mathbf{1}$ (clearly,

$$
\xi_{j}^{\prime}=\xi_{j} /\left(1-\xi_{n}^{2}\right)^{1 / 2} \quad \text { and } \quad \eta_{j}^{\prime}=\eta_{j} /\left(1-\eta_{n}^{2}\right)^{1 / 2}
$$

when $\xi_{n}$ and $\eta_{n}$ are not $\pm 1$; in which case, $\xi_{j}^{\prime}=0=\eta_{j}^{\prime}$ for $1 \leqq j \leqq$ $n-1$ ). We shall also denote ( $\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots, \xi_{n-1}^{\prime}$ ) and ( $\eta_{1}^{\prime}, \eta_{2}^{\prime}, \ldots, \eta_{n-1}^{\prime}$ ) by $\xi^{\prime}$ and $\eta^{\prime}$; that is, we identify $\Sigma_{n-2}$ with those points of $\Sigma_{n-1}$ having last coordinate 0 . Thus, for $u$ in $S O(n-1)$

$$
u \xi \cdot \eta=\left(1-\xi_{n}^{2}\right)^{1 / 2}\left(1-\eta_{n}^{2}\right)^{1 / 2} u \xi^{\prime} \cdot \eta^{\prime}+\xi_{n} \eta_{n}
$$

An application of theorem (3.1) and lemma (4.5), therefore, gives us

$$
\int_{S O(n-1)} P^{(k)}(u \xi \cdot \eta) d u=\int_{\Sigma_{n-2}} P^{(k)}\left(\left(1-\xi_{n}^{2}\right)^{1 / 2}\left(1-\eta_{n}^{2}\right)^{1 / 2} \xi^{\prime} \cdot \eta^{\prime}+\xi_{n} \eta_{n}\right) d \xi=
$$

$$
=c_{n-1} \int_{-1}^{1} P^{(k)}\left(\left(1-\xi_{n}^{2}\right)^{1 / 2}\left(1-\eta_{n}^{2}\right)^{1 / 2} t+\xi_{n} \eta_{n}\right)\left(1-t^{2}\right)^{\frac{n-4}{2}} d t
$$

Equality (4.10) now follows from this last one and (4.12).
We now turn to the proof of theorem (4.11). Since $\operatorname{tr}\{A B\}=\operatorname{tr}\{B A\}$ for any two matrices $A$ and $B$, we have $\chi_{k}\left(u_{1} v u_{2} u\right)=\chi_{k}\left(v u_{2} u u_{1}\right)$. Hence, since the Haar measure of $S O(n-1)$ is both left and right invariant,

$$
\begin{gathered}
t^{(k)}(v)=\int_{S O(n-1)} \chi_{k}(v u) d u=\int_{S O(n-1)} \chi_{k}\left(v u_{2} u u_{1}\right) d u=\int_{S O(n-1)} \chi_{k}\left(u_{1} v u_{2} u\right) d u= \\
=t^{(k)}\left(u_{1} v u_{2}\right) .
\end{gathered}
$$

This establishes (i). In order to show (ii) we choose a matrix valued representation equivalent to $S^{k, n}$ in such a way that $t_{11}(v)=t^{(k)}(v)$ for $v \in S O(n)$. We can do this, for example, by choosing an orthonormal basis of $\mathscr{H}_{n}^{(k)}$ whose first element is $a_{k}^{-1} Z_{1}$ (see the discussion preceeding (3.7)). Then, by (1.2),

$$
\int_{S O(n-1)} t^{(k)}\left(v_{1} u v_{2}\right) d u=\sum_{l=1}^{d_{k}} \int_{S O(n-1)} t_{1 l}\left(v_{1}\right) t_{l 1}\left(u v_{2}\right) d u
$$

and, by (3.2),

$$
\int_{s 0(n-1)} t_{l 1}\left(u v_{2}\right) d u= \begin{cases}t_{11}\left(v_{2}\right) & \text { if } l=1 \\ 0 & \text { if } 1<l \leqq d_{k}\end{cases}
$$

We therefore obtain the desired result

$$
\int_{S O(n-1)} t^{(k)}\left(v_{1} u v_{2}\right) d u=t_{11}\left(v_{1}\right) t_{11}\left(v_{2}\right)=t^{(k)}\left(v_{1}\right) t^{(k)}\left(v_{2}\right) .
$$

We now show the converse. Since $t(v u)=t(v)$ for all $v \in S O(n)$ and $u \in S O(n-1)$ it follows from (3.4) and theorem (3.15) that

$$
t(v)=\sum_{k=0}^{\infty} \sum_{l=1}^{d_{k}} c_{l}^{(k)} t_{l 1}^{(k)}(v),
$$

the convergence being in $L^{2}(S O(n))$ (the $t_{i j}^{(k)} s$ are the entries of the matrix valued representation equivalent to $S^{k, n}$ that we chose when we established equality (ii). On the other hand, the fact that $t(u v)=t(v)$ for all $v \in S O(n)$ and $u \in S O(n-1)$ implies that $c_{l}^{(k)}=0$ for $l \neq 1$, since we can apply the same argument that was used in order to establish (3.4) by allowing the first row of $\left(t_{i j}^{(k)}\right)$ to assume the role that was played by the first column. ${ }^{1}$ ) Thus,

$$
\begin{equation*}
t(v)=\sum_{k=0}^{\infty} c_{1}^{(k)} t_{11}^{(k)}(v)=\sum_{k=0}^{\infty} c_{k} t^{(k)}(v), \tag{4.13}
\end{equation*}
$$

the convergence being in $L^{2}(S O(n))$. Suppose $c_{k_{o}} \neq 0$ for some $k_{0}$. Then

$$
\begin{gathered}
d_{k} \int_{S O(n)} t^{\left(k_{0}\right)}(v)\left\{\int_{S 0(n-1)} t(v u w) d u\right\} d v= \\
d_{k} \int_{S 0(n-1)}\left\{\int_{S O(n)} t^{\left(k_{0}\right)}\left(v w^{-1} u^{-1}\right) t(v) d v\right\} d u= \\
d_{k} \int_{S O(n-1)} t^{\left(k_{0}\right)\left(v w^{-1}\right) t(v) d v=d_{k} \int_{S 0(n)} t^{\left(k_{0}\right)}\left(v u w^{-1}\right) t(v u) d v=} \\
d_{k} \int_{S 0(n-1)}\left\{\int_{S 0(n)} t^{\left(k_{0}\right)}\left(v u w^{-1}\right) t(v u) d v\right\} d u= \\
d_{k} \int_{S O(n)}\left\{\int_{S O(n-1)} t^{\left(k_{0}\right)}\left(v u w^{-1}\right) d u\right\} t(v) d v= \\
d_{k} \int_{S O(n)} t^{\left(k_{0}\right)}(v) t^{\left(k_{0}\right)}\left(w^{-1}\right) t(v) d v=d_{k}^{-1} c_{k_{0}} t^{\left(k_{0}\right)}\left(w^{-1}\right)=d_{k}^{-1} c_{k_{0}} t^{\left(k_{0}\right)}(w)
\end{gathered}
$$ (recall that $t^{(k)}$ is real valued and, thus, $\left.t^{(k)}\left(w^{-1}\right)=\bar{t}^{(k)}(w)=t^{(k)}(w)\right)$.

On the other hand,

$$
\begin{aligned}
& d_{k} \int_{S O(n)} t^{\left(k_{0}\right)}(v)\left\{\int_{S O(n-1)} t(v u w) d u\right\} d v= \\
= & d_{k} \int_{S O(n)} t^{\left(k_{0}\right)}(v) t(v) t(w) d v=d_{k}^{-1} c_{k_{0}} t(w) .
\end{aligned}
$$

Consequently,

$$
c_{k_{0}} t(w)=c_{k_{0}} t^{\left(k_{0}\right)}(w) . \quad \text { Since } \quad c_{k_{0}} \neq 0
$$

this implies $t=t^{\left(k_{o}\right)}$ and theorem (4.11) is proved.

The fact that relation (4.10) can be regarded as a functional equation defining the zonal harmonics is not its only significance. The general methods we used in establishing it are connected with the operation of convolution in $L^{1}(S O(n))$, the space of integrable functions on $S O(n)$. Suppose $f, g$ belong to this space, then their convolution $f^{*} g$ is defined by letting

$$
\left(f^{*} g\right)(v)=\int_{S O(n)} f(u) g\left(v u^{-1}\right) d u
$$

for all $\left.v \in S O(n) .^{1}\right)$
Let $\left\{T^{\alpha}\right\}, \alpha \in \mathscr{A}$, be a complete system of irreducible matrix valued representations of $S O(n)$. For $f \in L^{1}(S O(n))$ we then define its (matrix valued) Fourier transform (or its system of Fourier coefficients) by putting

$$
\hat{f}(\alpha)=\int_{S O(n)} f(u) T^{\alpha}\left(u^{-1}\right) d u
$$

for $\alpha \in \mathscr{A}$. If $f$ is also square integrable this definition is consistent with the Fourier coefficients introduced in the first section. In fact, it can be easily shown that Corollary (1.4) applied to such an $f$ is equivalent to the statement that

$$
f(v)=\sum_{\alpha \varepsilon \&} d_{\alpha} \operatorname{tr}\left\{\hat{f}(\alpha) T^{\alpha}(v)\right\},
$$

the convergence being in the $L^{2}$ norm. Perhaps the most basic property of convolution is that, under Fourier transformation, it corresponds to

[^7]pointwise multiplication. In the present situation this involves matrix multiplication and the precise formulation of this property is:

Theorem (4.14). If $(\mathrm{f} * \mathrm{~g})$ denotes the Fourier transform of the convolution of the integrable functions f and g on ( $\mathrm{SO}(\mathrm{n})$ then

$$
(f * g) \hat{}(\alpha)=\hat{f}(\alpha) \hat{g}(\alpha)
$$

for all $\alpha \in \mathscr{A}$.
Proof. Using Fubini's theorem and the fact that $T^{\alpha}$, being a representation, satisfies $T\left(v^{-1}\right)=T\left(u^{-1}\right) T\left(u v^{-1}\right)$ we have

$$
\begin{gathered}
(f * g)^{\wedge}(\alpha)=\int_{S O(n)}\left\{\int_{S O(n)} f(u) g\left(v u^{-1}\right) d u\right\} T^{\alpha}\left(v^{-1}\right) d v= \\
=\int_{S O(n)} f(u) T^{\alpha}\left(u^{-1}\right)\left\{\int_{S O(n)} g\left(v u^{-1}\right) T^{\alpha}\left(u v^{-1}\right) d v\right\} d u=\hat{f}(\alpha) \hat{g}(\alpha)
\end{gathered}
$$

which proves the theorem.
This operation of convolution induces in a natural way a similar operation on functions defined on the surface of the unit sphere $\Sigma_{n-1}$. Suppose $f$ and $g$ are two such functions and let us assume that they are integrable with respect to Lebesgue measure on $\Sigma_{n-1}$. Then the functions $f^{\#}$ and $g^{\#}$, whose values at $v \in S O(n)$ are $f^{\#}(v)=f(v \mathbf{1})$ and $g^{\#}(v)=g(v \mathbf{1})$, belong to $L^{1}(S O(n))$ and

$$
\begin{gathered}
\left(f^{\# *} g^{\#}\right)(v)=\int_{S O(n)} f(w \mathbf{1}) g\left(v w^{-1} \mathbf{1}\right) d w=\int_{S O(n)} f(u w \mathbf{1}) g\left(v w^{-1} u^{-1} \mathbf{1}\right) d w= \\
=\int_{S O(n-1)}\left\{\int_{S O(n)} f(u w \mathbf{1}) g\left(v w^{-1} \mathbf{1}\right) d w\right\} d u
\end{gathered}
$$

Let $f^{0}(\xi)=\int_{S O(n-1)} f(u \xi) d u$. If $v \mathbf{1}=\xi$ for $v \in S O(n)$ we put $t(v)=f^{0}(v \mathbf{1})$. The function $t$ when satisfies $t\left(u_{1} v u_{2}\right)=t(v)$ for all $u_{1}, u_{2} \in S O(n-1)$. The fact that $t\left(v u_{2}\right)=t(v)$ for all $v \in S O(n)$ is obvious while, since the Haar measure of $S O(n-1)$ is translation invariant,

$$
t\left(u_{1} v\right)=f^{0}\left(u_{1} v \mathbf{1}\right)=\int_{S O(n-1)} f\left(u u_{1} v \mathbf{1}\right) d u=\int_{S O(n-1)} f(u v \mathbf{1}) d u=t(v) .
$$

But, in the proof of theorem (4.11) we showed that a function $t$ satisfying this property has the expansion (4.13). In view of (4.2) and (3.16), therefore, we see that $f^{0}$ depends only on $\xi .1$. We shall write, therefore,

$$
f_{0}(\xi .1)=\int_{S 0(n-1)} f(u \xi) d u
$$

Thus,
(4.15) $\quad=\int_{S O(n)} g\left(v w^{-1} \mathbf{1}\right) f_{0}(w \mathbf{1} .1) d w=\int_{S O(n)} g(w \mathbf{1}) f_{0}\left(w^{-1} v \mathbf{1} .1\right) d w=$

$$
=\int_{S O(n)} f_{0}(v \mathbf{1} . w \mathbf{1}) g(w \mathbf{1}) d w=\int_{\Sigma_{n}-1} f_{0}(\xi . \eta) g(\eta) d \eta .
$$

This shows that the convolution of $f^{\#}$ and $g^{\#}$ depends on $f_{0}$ and $g$ only (not on $f$, except in so far as $f$ determines $f_{0}$ ).

Suppose $g=p$ is a spherical harmonic of degree $k$; that is, $p$ belongs to $\mathscr{H}_{n}^{(k)}$. Then, by (2.17),

$$
p(v \mathbf{1})=\sum_{j=1}^{d_{k}} b_{j} t_{j 1}^{(k)}(v) .
$$

On the other hand, as we have just observed, $f_{0}(v 1.1)$ has the expansion (4.13):

$$
f_{0}(v 1.1)=\sum_{k=0}^{\infty} c_{k} t^{(k)}(v)=\sum_{k=0}^{\infty} c_{k} t_{11}^{(k)}(v) .
$$

Moreover, (4.15) shows us that in calculating the convolution $f^{\# *} p^{\#}$ we can assume that $f^{\#}(w)=f_{0}$ (w1.1). In this case,

$$
\hat{f}^{\#}(\alpha)=\left(\begin{array}{cccc}
c_{k} & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\ldots \ldots \ldots . & \ldots \\
0 & 0 & \ldots & 0
\end{array}\right) d_{k}^{-1}
$$

when $\alpha=\alpha_{k} \in \mathscr{A}_{1}$ (see theorem (3.15)) and $\hat{f}(\alpha)$ is the zero matrix if $\alpha \in \mathscr{A}-\mathscr{A}_{1}$. Moreover, $\hat{p}^{\#}(\alpha)$ is the zero matrix if $\alpha \neq \alpha_{k}$ and

$$
\hat{p}^{\#}\left(\alpha_{k}\right)=d_{k}^{-1}\left(\begin{array}{cccc}
b_{1} & b_{2} & \ldots & b_{d_{k}} \\
0 & 0 & \ldots & 0 \\
\ldots & \ldots \ldots \ldots . \\
0 & 0 & \ldots & 0
\end{array}\right) .
$$

Thus, by (4.14)
and $\left(f^{\# *} p^{\#}\right)^{\wedge}(\alpha)=0$ if $\alpha \neq \alpha_{k}$. Since the system $\left\{T^{\alpha}\right\}$ is complete it follows that $f^{\# *} p^{\#}=d_{k}^{-1} c_{k} p^{\#}$. This argument, in particular, proves the following classical result:

Theorem (4.16). (Funk-Hecke theorem). Suppose p is a spherical harmonic of degree k and F an integrable function on $[-1,1]$ with respect to the measure $\left(1-\mathrm{t}^{2}\right)^{\frac{n-3}{2}} \mathrm{dt}$ then

$$
\int_{\Sigma_{n}-1} F(\xi . \eta) p(\eta) d \eta=\gamma_{k} p(\xi)
$$

where,

$$
\gamma_{k}^{n}=\gamma_{k}=a_{k}^{-2} c_{n} \int_{-1}^{1} F(t) P^{(k)}(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} d t
$$

Let us consider functions $f$ on $\Sigma_{n-1}$ that, like $f^{0}$, depend only on $\xi .1$. That is, $f(u \xi)=f(\xi)$ for all $u \in S O(n-1)$ and $\xi \in \Sigma_{n-1}$. We have showed that if $f^{\#}$ is integrable then its Fourier transform is zero if $T^{\alpha}$ is not equivalent to any of the representations $S^{k, n}$ and

$$
\hat{f}^{\#}(\alpha)=\gamma_{k}\left(\begin{array}{ccc}
10 & \ldots & 0 \\
00 & \ldots & 0 \\
\ldots \ldots . . \\
00 & \ldots & 0
\end{array}\right)
$$

when $T^{\alpha}$ is equivalent to $S^{k, n}$ (this was shown in the proof of (4.13) when the function is continuous. The more general result for integrable functions is an easy consequence of this more particular case). In this case we shall write

$$
\hat{f}^{\#}(k)=\gamma_{k}
$$

$k=0,1,2, \ldots$. That is, we identify $\alpha_{k}$ with $k$ and the number $\gamma_{k}$ with the matrix whose entry in the first column and first row is $\gamma_{k}$ and having all other entries equal to zero. Thus, from the definition of the Fourier transform,

$$
\hat{f}^{\#}(k)=\int_{S O(n)} f^{\#}(u) t^{(k)}\left(u^{-1}\right) d u=\int_{S O(n)} f^{\#}(u) t^{(k)}(u) d u
$$

By theorem (3.1), equality (3.16) and the definition of $f^{\#}$, the last integral is equal to

$$
a_{k}^{-2} \int_{\Sigma_{n}-1} f(\xi) Z_{1}(\xi) d \xi
$$

It is natural, therefore, to define the Fourier transform $\hat{f}$ of $f$ by letting

$$
\begin{equation*}
\hat{f}(k)=a_{k}^{-2} \int_{\Sigma_{n-1}} f(\xi) Z_{1}(\xi) d \xi=a_{k}^{-2} \int_{\Sigma_{n-1}} f(\xi) P^{(k)}(\xi . \mathbf{1}) d \xi \tag{4.17}
\end{equation*}
$$

for $k=0,1,2, \ldots$.
If $f$ and $g$ are two such integrable functions, say $f(\xi)=F(\xi . \mathbf{1})$ and $g(\xi)=G(\xi .1)$ with

$$
\int_{1}^{1}|F(t)|\left(1-t^{2}\right)^{\frac{n-3}{2}} d t<\infty \quad \text { and } \quad \int_{-1}^{1}|G(t)|\left(1-t^{2}\right)^{\frac{n-3}{2}} d t<\infty
$$

then, by (4.15),

$$
\begin{equation*}
\hat{f}(k) \hat{g}(k)=\left[\int_{\Sigma_{n-1}} F(\xi \cdot \eta) G(\eta \cdot \mathbf{1}) d \eta\right](\hat{k}) \tag{4.18}
\end{equation*}
$$

$k=0,1,2, \ldots$. From this we easily deduce that the algebra of this type of integrable functions on $\Sigma_{n-1}$ with the convolution defined by

$$
\begin{equation*}
\int_{\Sigma_{n-1}} F(\xi . \eta) G(\eta . \mathbf{1}) d \eta=(f * g)(\xi) \tag{4.19}
\end{equation*}
$$

is a commutative Banach algebra. The fact $f^{*} g$ is also a function that depends only on $\xi . \mathbf{1}$ is easily shown: if $u \in S O(n-1)$ then

$$
\begin{aligned}
& \int_{\Sigma_{n-1}} F(u \xi . \eta) G(\eta . \mathbf{1}) d \eta=\int_{\Sigma_{n-1}} F\left(\xi . u^{*} \eta\right) G(\eta . u \mathbf{1}) d \eta= \\
& =\int_{\Sigma_{n-1}} F\left(\xi . u^{*} \eta\right) G(u * \eta . \mathbf{1}) d \eta=\int_{\Sigma_{n-1}} F(\xi . \eta) G(\eta . \mathbf{1}) d \eta .
\end{aligned}
$$

That is, $\left(f^{*} g\right)(u \xi)=\left(f^{*} g\right)(\xi)$ for all $u \in S O(n-1)$ and $\xi \in \Sigma_{n-1}$.
If we left

$$
\begin{gathered}
\xi=\left(\xi_{1}, \ldots, \xi_{n-1}, \xi_{n}\right), \quad \eta=\left(\eta_{1}, \ldots, \eta_{n-1}, \eta_{n}\right), \\
\left(1-\xi_{n}^{2}\right)^{1 / 2} \xi^{\prime}=\left(\xi_{1}, \ldots, \xi_{n-1}\right) \text { and }\left(1-\eta_{n}^{2}\right)^{1 / 2} \eta^{\prime}=\left(\eta_{1}, \ldots, \eta_{n-1}\right)
\end{gathered}
$$

the integral in (4.19) becomes

$$
\int_{\Sigma_{n}-1} F\left(\xi_{n} \eta_{n}+\left(1-\xi_{n}^{2}\right)^{1 / 2}\left(1-\eta_{n}^{2}\right)^{1 / 2} \xi^{\prime} \cdot \eta^{\prime}\right) G\left(\eta_{n}\right) d \eta
$$

In order to express the fact that this integral defines an operation on functions defined on $[-1,1]$, we shall also denote it by $\left(F^{*} G\right)\left(\xi_{n}\right)=$
$=\left(F^{*} G\right)(\xi .1)$. Putting $\eta_{n}=\cos \theta, 0 \leqq \theta \leqq \pi, t=\xi^{\prime} \cdot \eta^{\prime}, s=\xi_{n}$ and applying an argument similar to that used in the proof of (4.5) we obtain the fact that $\left(f^{*} g\right)(\xi)$ is equal to

$$
\begin{equation*}
\left(F^{*} G\right)(s)= \tag{4.20}
\end{equation*}
$$

$c_{n-1} c_{n} \int_{-1}^{1} \int_{-1}^{1} F\left(s r+\left(1-s^{2}\right)^{1 / 2}\left(1-r^{2}\right)^{1 / 2} t\right) G(r)\left(1-r^{2}\right)^{\frac{n-3}{2}}\left(1-t^{2}\right)^{\frac{n-4}{2}} d r d t$.
It follows from our discussion that this operation $(F, G) \rightarrow F^{*} G$ is commutative and, with it, the linear space $L_{n}^{1}(-1,1)$ of those functions $F$ satisfying

$$
\|F\|=c_{n} \int_{-1}^{1}|F(t)|\left(1-t^{2}\right)^{\frac{n-3}{2}} d t<\infty
$$

is a Banach algebra.
Formula (4.10) can now be given additional meaning. Putting $\xi_{n}=r$ and $\eta_{n}=s$ it becomes

$$
\begin{gather*}
P^{(k)}(r) P^{(k)}(s)=  \tag{4.21}\\
=a_{k}^{2} c_{n-1} \int_{-1}^{1} P^{(k)}\left(r s+\left(1-r^{2}\right)^{1 / 2}\left(1-s^{2}\right)^{1 / 2} t\right)\left(1-t^{2}\right)^{\frac{n-4}{2}} d t .
\end{gather*}
$$

If we define the Fourier transform of $F \in L_{n}^{1}(-1,1)$ by letting

$$
\hat{F}(k)=a_{k}^{-2} c_{n} \int_{-1}^{1} F(s) P^{(k)}(s)\left(1-s^{2}\right)^{\frac{n-3}{2}} d s
$$

for $k=0,1,2, \ldots$ (compare with (4.17)), formula (4.21) can be used to readily imply that

$$
\hat{F}(k) \hat{G}(k)=\left[F^{*} G\right] \hat{}(k)
$$

for $k=0,1,2, \ldots$ (compare with (4.18)). ${ }^{1}$ )

## § 5. Special results for $n=4$

In the literature (see in particular Bateman [1] Vol. 2 § 11.6) especially elegant formulas are given in the four dimensional case. These formulas can be obtained by using $S U(2)$ as a group acting transitively on $\Sigma_{3}$.

We begin by identifying $\mathbf{R}^{4}, \mathbf{C}^{2}, \mathbf{R}^{+} \times S U(2)=\{r u: r=a$ positive real, and $u \in S U(2)\}$, via the following maps.

$$
\begin{gathered}
x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \leftrightarrow\left(x_{1}+i x_{2}, x_{3}+i x_{4}\right)=\left(\chi_{1}, \chi_{2}\right) \\
\left(\chi_{1}, \chi_{2}\right) \leftrightarrow-i\binom{-\bar{\chi}_{2}, \chi_{1}}{\bar{\chi}_{1}, \chi_{2}}=i|x|\binom{-\bar{\chi}_{2}^{\prime}, \chi_{1}^{\prime}}{\bar{\chi}_{1}^{\prime}, \chi_{2}^{\prime}}=|x| u_{x}
\end{gathered}
$$

It is easily checked that

$$
u_{x}=-i\binom{-\chi_{2}^{\prime}, \chi_{1}^{\prime}}{\bar{\chi}_{1}^{\prime}, \bar{\chi}_{2}^{\prime}}
$$

belongs to $S U$ (2).
Clearly, when $|x|=1$ the correspondence $x \leftrightarrow u_{x}$ permits us to identify $\Sigma_{3}$ with $S U(2)$. We chose this map $x \rightarrow u_{x}$ in order to obtain (identifying $\mathbf{1}$ with $(o, i)$ ).

$$
u_{x} \mathbf{1}=-i\binom{-\bar{\chi}_{2}, \chi_{1}}{\bar{\chi}_{1}, \chi_{2}}\binom{0}{i}=\binom{\chi_{1}}{\chi_{2}}=x .
$$

If we consider the action of $S U(2)$ on itself obtained by left translation, this identification allows us to consider $S U$ (2) as a subgroup of $S O$ (4). That is, for $x \in \mathbf{R}^{4}$ and $u \in S U$ (2) we let $u x=|x| u u_{x}$. The mapping $x \rightarrow u x$ so defined is easily seen to be a rotation.

The normalized Lebesgue surface measure on $\Sigma_{3}$, being invariant under rotation, is actually the Haar measure on $S U(2) .{ }^{1}$ )

In view of the Peter-Weyl theorem for $S U(2)$, a natural orthonormal basis for $L^{2}(S U(2))=L^{2}\left(\Sigma_{3}\right)$ is obtained by considering the matrix entries of a complete system of irreducible representations.

We let $\mathscr{T}_{u}^{(k)}$ be the irreducible representation of $S U(2)$ realized on $\mathscr{P}^{(k)}=\mathscr{P}^{(k, 2)}$, the space of homogeneous polynomials in $z=\left(z_{1}, z_{2}\right)$ of degree $k$, by letting

$$
\mathscr{T}_{u}^{(k)} p(z)=p\left(u^{\prime} z\right)
$$

1) We have $\int_{S U(2)} f(u) d u=\int_{\Sigma_{3}} f(u \xi) d \xi$.

As can be seen from (2.6) an orthonormal basis of $\mathscr{P}^{(k)}$ is given by

$$
p_{j}(z)=\binom{k}{j}^{1 / 2} z_{1}^{j} z_{2}^{k-j} \quad j=0,1, \ldots, k
$$

We define the matrix entries of $\mathscr{T}_{u}^{(k)}$ with respect to this basis by

$$
p_{j}\left(u^{\prime} z\right)=\sum_{l=0}^{k} \tau_{l j}^{(k)}(u) p_{l}(z)
$$

and we obtain associated functions on $\mathbf{R}^{4}$, which we also denote by $\tau_{l j}^{(k)}$, if we define

$$
\tau_{l j}^{(k)}(x)=|\dot{x}|^{k} \tau_{l j}^{(k)}\left(u_{x}\right)
$$

We then have the following result:
Theorem (5.1). The representations $\mathscr{T}^{(k)}$ form a complete system of irreducible representations of $\mathrm{SU}(2)$. The functions $(\mathrm{k}+1) \tau_{l j}^{(k)}(\mathrm{x})$ constitute an orthonormal basis of $\mathscr{H}_{4}^{(k)}$ with respect to the inner product introduced in (3.9).

Proof. The completeness of $\mathscr{T}^{(k)}$ follows from the second part of the theorem and the completeness of spherical harmonics on $\Sigma_{3}$.

For $|x|=1 \tau_{l j}^{(k)}(x)=\tau_{l j}^{(k)}\left(u_{x}\right)$; thus, the orthogonality relations follow from the Peter-Weyl theorem.

The dimension of $\mathscr{H}_{4}^{(k)}$ is $(k+1)^{2}$ so that it remains to show that the functions $\tau_{l j}^{(k)}(x)$ are actually homogeneous harmonic polynomials of degree $k$.

We have by the binomial formula

$$
\sum_{j=0}^{k} \frac{1}{\binom{k}{j}} p_{j}(z) \overline{p_{j}(w)}=(z \cdot w)^{k} .
$$

hence

$$
\begin{equation*}
\left(u^{\prime} z \cdot w\right)^{k}=\sum_{j=0}^{k} \frac{1}{\binom{k}{j}} p_{j}\left(u^{\prime} z\right) \overline{p_{j}(w)}=\sum_{l, j=0}^{k} \frac{1}{\binom{k}{j}} \tau_{l j}^{(k)}(u) p_{l}(z) \overline{p_{j}(w)} \tag{5.2}
\end{equation*}
$$

By the identification of $\mathbf{R}^{4}$ with $\mathbf{C}^{2}$ we have

$$
\begin{gather*}
\text { 3) }|x| u_{x}^{\prime} z \cdot w=-i\left(-z_{1} \bar{w}_{1} \bar{\chi}_{2}+z_{2} \bar{w}_{1} \bar{\chi}_{1}+z_{1} \bar{w}_{2} \chi_{1}+z_{2} \bar{w}_{2} \chi_{2}\right)=  \tag{5.3}\\
=-i\left[\left(z_{2} \bar{w}_{1}+z_{1} \bar{w}_{2}\right) x_{1}-i\left(z_{2} \bar{w}_{1}+z_{1} \bar{w}_{2}\right) x_{2}+\left(z_{2} \bar{w}_{2}-z_{1} \bar{w}_{1}\right) x_{3}+\right. \\
\left.+i\left(z_{2} \bar{w}_{2}+z_{1} \bar{w}_{1}\right) x_{4}\right]=\sum_{j=1}^{4} d_{j} x_{j} .
\end{gather*}
$$

Thus from $(5,2),(5,3)$

$$
\begin{equation*}
\sum_{l, j=0}^{k} \frac{1}{\binom{k}{j}} \tau_{l j}^{(k)}(x) p_{l}(z) \overline{p_{j}(w)}=\left(\sum_{j=1}^{4} d_{j} x_{j}\right)^{k} . \tag{5.4}
\end{equation*}
$$

Each $\tau_{l j}^{(k)}(x)$ is a polynomial in $\mathscr{P}^{k}$. Moreover it is immediate that

$$
\sum_{j=1}^{4} d_{j}^{2}=0 .
$$

Thus

$$
\Delta\left(\sum_{j=1}^{4} d_{j} x_{j}\right)^{k}=k(k-1)\left(\sum_{j=1}^{4} d_{j} x_{j}\right)^{k-2}\left(\sum_{j=1}^{47} d_{j}^{2}\right)=0 .
$$

This shows that

$$
\tau_{l j}^{(k)}(x) \varepsilon \mathscr{H}_{4}^{(k)} .
$$

We can now give an explicit formula for $\tau_{l j}^{(k)}(x)$ :
Since

$$
\begin{aligned}
p_{j}\left(u_{x}^{\prime} z\right)=\binom{k}{j} & (-i)^{k}\left(z_{2} \bar{\chi}_{1}-z_{1} \bar{\chi}_{2}\right)^{j}\left(z_{1} \chi_{1}+z_{2} \chi_{2}\right)^{k-j}= \\
& =\sum_{l=0}^{k} \tau_{l j}^{(k)}(x)\binom{k}{l} z_{1}^{l} z_{2}^{k-l}
\end{aligned}
$$

letting $s=z_{1} / z_{2}$ we have

$$
\binom{k}{j}(-i)^{k}\left(\bar{\chi}_{1}-\bar{\chi}_{2} s\right)^{j}\left(\bar{\chi}_{1} s+\chi_{2}\right)^{k-j}=\sum_{l=0}^{k}\binom{k}{l} \tau_{l j}^{(k)}(x) s^{l}
$$

Let

$$
f(s)=\frac{\bar{x}_{2}}{|x|^{2}}\left(\chi_{1} s+\chi_{2}\right), 1-f(s)=\frac{\chi_{1}}{|x|^{2}}\left(\bar{\chi}_{1}-\bar{\chi}_{2} s\right)
$$

then

$$
(-i)^{k}\binom{k}{j}[f(s)]^{j}[1-f(s)]^{k-j}=\frac{\bar{\chi}_{2}^{j} \bar{\chi}_{1}^{k-j}}{|x|^{2 k}} \sum_{l=0}^{k}\binom{k}{l} \tau_{i j}^{k}(x) s^{l}
$$

and using Taylor's formula for the $l^{\text {th }}$ coefficient in this sum we obtain the classical Jacobi polynomial expression (see Bateman [1] Vol. 2 pp. 254)
where

$$
t=\frac{\chi_{2} \bar{x}_{2}}{|x|^{2}} \cdot{ }^{1)}
$$

## §6. The Fourier transform of functions on $\mathbf{R}^{n}$

We have shown that $L^{2}\left(\Sigma_{n-1}\right)$ can be decomposed into a direct sum of mutually orthogonal subspaces (the spaces $\mathscr{H}_{n}^{(k)}$ ) that are invariant and irreducible under the action of rotations. There exists a corresponding decomposition of $L^{2}\left(\mathbf{R}^{n}\right)$ and the spaces making up this decomposition are intimately connected with the Fourier transform of functions of $n$ real variables. In this section we shall construct these spaces and study the action of the Fourier transform restricted to them. We shall see that also in this situation the rotation group $S O(n)$ and its representations play a central role.

If $f$ belongs to $L^{1}\left(\mathbf{R}^{n}\right)$ its Fourier transform $\hat{f}$ is defined by letting

$$
(\mathscr{F} f)(y)=\hat{f}(y)=\int_{\mathbf{R}} f(x) e^{-2 \pi i x \cdot y} d x
$$

for $y \in \mathbf{R}^{n} .{ }^{1}$ )
Perhaps the simplest class of functions that is invariant under the action of the Fourier transform is the collection of radial functions. We recall that these are the functions on $\mathbf{R}^{n}$ that depend only on $|x|$ : equivalently, $f$ is radial if $\rho_{v} f=f$ for all $v \in S O(n)$, where the operator $\rho_{v}$ is defined by

$$
\left(\rho_{v} f\right)(x)=f\left(v^{-1} x\right)
$$

for all $x \in \mathbf{R}^{n}$. Since Lebesgue measure is invariant under the action of rotations and $v=v^{*}$ when $v \in S O$ ( $n$ ),

$$
\int_{\mathbf{R}} f(x) e^{-2 \pi i x \cdot v-1} y d x=\int_{\mathbf{R}} f(x) e^{-2 \pi i v x \cdot y} d x=\int_{\mathbf{R}} f\left(v^{-1} x\right) e^{-2 \pi i x \cdot y} d x
$$

That is,

$$
\begin{equation*}
\left(\mathscr{F} \rho_{v}\right) f=\left(\rho_{v} \mathscr{F}\right) f \tag{6.1}
\end{equation*}
$$

[^8]for all $f \in L^{1}\left(\mathbf{R}^{n}\right)$. This basic property, that Fourier transformation commutes with the action of rotations clearly implies.

Theorem (6.2). If $\mathrm{f} \in \mathrm{L}^{1}\left(\mathbf{R}^{n}\right)$ is radial then $\hat{\mathrm{f}}$ is also a radial function.
In order to extend this invariance property we introduce, for $k=0,1,2, \ldots$, the class of functions $\mathfrak{h}^{(k)}=\mathfrak{h}_{n}^{(k)}$ mapping $\mathbf{R}^{n}$ into $\mathbf{C}^{d_{k}}$ having the form

$$
F(x)=f(|x|)\left(Y_{1}(\xi), \ldots, Y_{d_{k}}(\xi)\right)=\left(F_{1}(x), \ldots, F_{d_{k}}(x)\right),
$$

where

$$
x=|x| \xi, \int_{0}^{\infty} f(r) r^{n-1} d r<\infty^{1)} \text { and }\left\{Y_{1}, Y_{2}, \ldots, Y_{d_{k}}\right\}
$$

is an orthonormal basis of $\mathscr{H}_{n}^{(k)}$ such that $Y_{1}=a_{k}^{-1} Z_{1}$ (that is, orthonormality is to be taken with respect to the inner product (2.6)). Such a basis was considered, for example, in theorem (2.16). When $k=0$ this class is precisely the set of radial functions. It will be convenient if we choose the $Y_{1}, \ldots Y_{d_{k}}$ to be real-valued.

Let $T^{(k)}=\left(t_{l j}^{(k)}\right)$ be the matrix of the representation $S^{k, n}$ with respect to the basis $\left\{Y_{1}, Y_{2}, \ldots, Y_{d_{k}}\right\}$; that is, the functions $t_{l j}^{(k)}=t_{l j}$ satisfy

$$
\left(S^{k, n} Y_{j}\right)(\xi)=Y_{j}\left(v^{-1} \xi\right)=\sum_{l=1}^{d_{k}} t_{l j}(v) Y_{l}(\xi)
$$

for $j=1,2, \ldots, d_{k}$. If we let

$$
\rho_{v} F=\left(\rho_{v} F_{1}, \ldots, \rho_{v} F_{d_{k}}\right)
$$

we then have

$$
\begin{aligned}
& \left(\rho_{v} F\right)(x)=f(|x|)\left(Y_{1}\left(v^{-1} \xi\right), \ldots, Y_{d_{k}}\left(v^{-1} \xi\right)\right)=
\end{aligned}
$$

The last equality being the definition of the operator $T_{v}^{(k)}$ acting on $F$. That is,

$$
\begin{equation*}
\rho_{v} F=T_{v}^{(k)} F \tag{6.3}
\end{equation*}
$$

1) This condition merely assures us that the radial function $g(x)=f(|x|)$ is integrable on $\mathbf{R}^{n}$.
for all $v \in S O(n)$. If we now apply the Fourier transform to each component of $\rho_{v} F$, it follows from (6.2) and (6.3) that

$$
\begin{equation*}
\rho_{v} \hat{F}=\rho_{v}\left(\hat{F}_{1}, \ldots, \hat{F}_{d_{k}}\right)=T_{v}^{(k)} \hat{F} \tag{6.4}
\end{equation*}
$$

The following, together with relation (6.4), shows that $\hat{F}$ must have the same form as $F$; that is,

$$
\begin{equation*}
\hat{F}(y)=\tilde{f}(|y|)\left(Y_{1}(\eta), \ldots, Y_{d_{k}}(\eta)\right) \tag{6.5}
\end{equation*}
$$

for all $y=|y| \eta \in \mathbf{R}^{n}$.
Theorem (6.6). Suppose $\mathrm{G}=\left(\mathrm{G}_{1}, \ldots, \mathrm{G}_{d_{k}}\right)$ is a continuous function mapping $\mathbf{R}^{n}$ into $\mathbf{C}^{d_{k}}$ such that

$$
\begin{equation*}
\rho_{v} G=T_{v}^{(k)} G \tag{6.7}
\end{equation*}
$$

for all $\mathrm{v} \in \mathrm{SO}(\mathrm{n})$, then

$$
G(y)=a_{k}^{-1} G_{1}(|y| \mathbf{1})\left(Y_{1}(\eta), \ldots, Y_{d_{k}}(\eta)\right)
$$

for all $\mathrm{y}=|\mathrm{y}|$ in $\mathbf{R}^{n}$.
Proof. Let $v \in S O(n)$ be such that $y=|y| v^{\prime} \mathbf{1}=|y| v^{-1}$ 1. Then, by (6.7)

$$
G(y)=G\left(v^{-1}|y| \mathbf{1}\right)=\left(T_{v}^{(k)} G\right)(|y| \mathbf{1}) .
$$

Consequently,

$$
\begin{equation*}
G_{j}(y)=\sum_{l=1}^{d_{k}} t_{l j}(v) G_{l}(|y| \mathbf{1}) \tag{6.8}
\end{equation*}
$$

for $j=1,2, \ldots, d_{k}$. If $u \in S O(n-1)$ then $y=|y| v^{-1} \mathbf{1}=y=|y| v^{-1} u^{-1} \mathbf{1}=$ $=|y|(u v)^{-1} \mathbf{1}$; thus, if we replace $v$ by $u v$ in (6.8) we obtain

$$
G_{j}(y)=\sum_{l=1}^{d_{k}} t_{l j}(u v) G_{l}(|y| \mathbf{1})
$$

Integrating over $S O(n-1)$, therefore,

$$
G_{j}(y)=\sum_{l=1}^{d_{l}} G_{l}(|y| \mathbf{1}) \int_{S O(n-1)} t_{l j}(u v) d u .
$$

But, by (3.2) and theorem (3.5) (or (3.15))

$$
\int_{S O(n-1)} t_{l j}(u v) d u= \begin{cases}t_{l j}(v) & \text { when } l=1 \\ 0 & \text { when } l>1\end{cases}
$$

This equality and (2.17) show that

$$
G_{j}(y)=G_{j}\left(v^{-1}|y| \mathbf{1}\right)=G_{1}(|y| \mathbf{1}) \overline{Y_{j}\left(v^{-1} \mathbf{1}\right)} a_{k}^{-1} .
$$

(Since

$$
\left.\left.\overline{t_{l j}(v)}=t_{j l}\left(v^{-1}\right)=\overline{Y_{j}\left(v^{-1}\right.} \overline{1}\right)\right) .
$$

Writing $y=|y| \eta$, where $\eta=v^{-1} \mathbf{1}$, and using the fact that $Y_{j}$ is realvalued, we obtain the desired result

$$
G_{j}(y)=a_{k}^{-1} G_{1}(|y| \mathbf{1}) \hat{Y_{j}}(\eta),
$$

$j=1,2, \ldots, d_{k}$.
Theorem (6.9). Let Y be a spherical harmonic of degree k and f a function on $(-\infty, \infty)$ satisfying

$$
\begin{equation*}
\int_{0}^{\infty}|f(r)| r^{n-1} d r<\infty . \tag{i}
\end{equation*}
$$

If $\mathrm{h}(\mathrm{x})=\mathrm{f}|\mathrm{x}|) \mathrm{Y}(\xi)$, when $\mathrm{x}=|\mathrm{x}| \xi \in \mathbf{R}^{n}$, then $\mathrm{h} \in \mathrm{L}^{1}\left(\mathbf{R}^{n}\right)$ and

$$
\hat{h}(y)=\tilde{f}(|y| Y(\eta)
$$

for all $\mathrm{y}=|\mathrm{y}| \eta \in \mathbf{R}^{n}$. The transformation $\mathrm{f} \rightarrow \tilde{\mathrm{f}}$ depends only on k and n and, in particular, is independent of $\mathrm{Y} \in \mathscr{H}_{n}^{(k)}$.

Proof. Let $\left\{Y_{1}, \ldots, Y_{d_{k}}\right\}$ be the basis of $\mathscr{H}_{n}^{(k)}$ that was used in the previous theorem and $F(x)=\left(f(|x|) Y_{1}(\xi), \ldots, f(|x|) Y_{d_{k}}(\xi)\right)=$ ( $F_{1}(x), \ldots, F_{d_{k}}(x)$ ). Condition (i) guarantees that each of the functions $F_{j}, j=1, \ldots, d_{k}$, is integrable. $\left.{ }^{1}\right)$ Thus, $\hat{F}=\left(\hat{F}_{1}, \ldots, \hat{F}_{d_{k}}\right)$ is well defined, continuous (as can be very easily shown), and satisfies relation (6.4). By theorem (6.6), therefore,

1) Using polar coordinates $x=|x| \xi$, with $\xi \varepsilon \Sigma_{n-1}$, we have $\int_{\mathbf{R}^{n}}\left|F_{j}(x)\right| d x=\int_{\Sigma_{n-1}} \omega_{n-1}$ $\left\{_{0} \int^{\infty}|f(r)| r^{n-1} d r\right\}\left|Y_{j}(\xi)\right| d \xi<\infty$, where $\omega_{n-1}$ is the "area" of $\Sigma_{n-1}$.

$$
\hat{F}(y)=a_{k}^{-1} \hat{F}_{1}(|y| \mathbf{1})\left(Y_{1}(\eta), \ldots, Y_{d_{k}}(\eta)\right) \text { for } \quad y=|y| \eta \varepsilon \mathbf{R}^{n}
$$

Putting $\tilde{f}(|y|)=a_{k}^{-1} \hat{F}_{1}(|y| \mathbf{1})$ we obtain equality (6.5). Since $\left\{Y_{1}, \ldots, Y_{d_{k}}\right\}$ is a basis of $\mathscr{H}_{n}^{(k)}$ we can find coefficients $b_{1}, \ldots, b_{d_{k}}$ such that ..

$$
Y=\sum_{l=1}^{d_{k}} b_{l} Y_{l}
$$

Thus,

$$
h(x)=\sum_{l=1}^{d_{k}} f(|x|) b_{l} Y_{l}(\xi)
$$

We have just shown that the Fourier transform of $F_{l}(x)=f(|x|) Y_{l}(\xi)$ has the values $\tilde{f}(|y|) Y_{l}(\eta)$. Thus,

$$
\hat{h}(y)=\sum_{l=1}^{d_{k}} b_{l} \tilde{f}(|y|) Y_{l}(\eta)=\tilde{f}(|y|) \sum_{l=1}^{d_{k}} b_{l} Y_{l}(\eta)=\tilde{f}(|y|) Y(\eta) .
$$

This proves the theorem.
It is not hard to give an explicit form for the mapping $f \rightarrow \tilde{f}$ in terms of the Bessel functions

$$
J_{\grave{\lambda}}(t)=\frac{(t / 2)^{\lambda}}{\Gamma\left(\frac{2 \lambda+1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{-1}^{1} e^{i t s}\left(1-s^{2}\right)^{\frac{2 \lambda-1}{2}} d s
$$

We shall show, in fact, that

$$
\begin{equation*}
\tilde{f}(t)=\gamma_{k, n} t^{\frac{2-n}{2}} \int_{0}^{\infty} f(r) J_{k+\frac{n-2}{2}}(2 \pi t r) r^{n / 2} d r .^{1)} \tag{6.10}
\end{equation*}
$$

Since $\tilde{f}$ is independent of $Y \in \mathscr{H}_{n}^{(k)}$ let us choose $h(x)=f(|x|) Z_{\mathbf{1}}(\xi)=$ $=f(|x|) P^{(k)}(\xi .1)$. Then

$$
\hat{f}(y)=\int_{\mathbf{R}} e^{-2 \pi i y \cdot x} f(|x|) P^{(k)}(\xi \cdot \mathbf{1}) d x=
$$

[^9]$$
=\omega_{n-1} \int_{0}^{\infty} r^{n-1} f(r)\left\{\int_{\Sigma_{n-1}} e^{-2 \pi i|y| r(\eta \cdot \xi)} P^{(k)}(\xi .1) d \xi\right\} d r
$$

Writing $y=t \eta$, this means that we have to compute

$$
\int_{\Sigma_{n-1}} e^{-2 \pi i r t(\eta \cdot \xi)} P^{(k)}(\xi \cdot \mathbf{1}) d \xi .
$$

But, by the Funk-Hecke theorem (4.16) this integral is equal to

$$
P^{(k)}(\eta .1) a_{k}^{-2} c_{n} \int_{-1}^{1} e^{-2 \pi i r t s} P^{(k)}(s)\left(1-s^{2}\right)^{\frac{n-3}{2}} d s
$$

On the other hand, by (4.4), and, then integrating by parts $k$ times we have

$$
\begin{gathered}
\int_{-1}^{1} e^{-2 \pi i r t s} P^{(k)}(s)\left(1-s^{2}\right)^{\frac{n-3}{2}} d s=\alpha_{k, n} \int_{-}^{1} e^{-2 \pi i r t s}\left[\frac{d^{k}}{d t^{k}}\left(1-s^{2}\right)^{k+\frac{n-3}{2}}\right] d s \\
=\beta_{k, n} \int_{-}(r t)^{k} e^{2 \pi i r t s}\left(1-s^{2}\right)^{k+\frac{n-3}{2}} d s
\end{gathered}
$$

The last integral, however, is the one involved in the definition of $J_{\lambda}$ when $\lambda=(2 k+n-2) / 2$. Equality (6.10) now follows immediately. ${ }^{1}$ )
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[^0]:    1) This work was supported by U. S. Army Contract DA-31-124-ARO(D)-58.
    ${ }^{2}$ ) Le volume 15 (1969) sera entièrement dédié à la mémoire du Professeur J. Karamata.
[^1]:    1) In the usual definition of the notion of a representation the operators are merely assumed to be bounded and invertible. We have defined what is called a unitary orthogonal representation of $G$. Since we shall consider only such representations, our definition avoids the continuous repetition of the words "unitary" and " orthogonal".
[^2]:    1) Unless otherwise stated, the symbol $(s, t)$ denotes the inner product of $s$ and $t$.
[^3]:    1) It follows from elementary Hilbert space theory that only a countable number of the summands can be non-zero and the order in which they are taken does not affect the $L^{2}$ convergence of the above series.
[^4]:    1) We observe that $L$ is an isometry. We will make use of this fact later in $\S 3$.
[^5]:    1) Il Calderón [2] and in the previously mentioned Chapter IV of Stein and Weiss [10] the inner product on $\mathscr{P}^{(k)}$ was introduced by formula ( $2.6^{\prime \prime}$ ). It appears much more natural in this context when we see its connection with the inner product of $\mathscr{S}(k)$.
[^6]:    1) The reader should observe that this proof obviously extends to the case when $S O(n)$ is replaced by anyone of its compact subgroups that act transitively on $\Sigma_{n-1}$.
[^7]:    1) It can be shown that the function of $u$ whose value is $f(u) g\left(v u^{-1}\right)$ is integrable (with respect to Haar measure) for almost all $v \in S O(n)$ and $f * g$ belongs to $L^{1}(S O(n))$. In fact $\|f * g\|_{1} \leqq\|f\|_{1}\|g\|_{1}$. With the operation of convolution so defined, $L^{1}(S O(n))$ is a non-commutative Banach algebra.
[^8]:    1) It is not hard to use these results in order to obtain analogous results for $S O$ (3). We refer the reader to VILENKIN [11] for complete details.
    2) When $f \varepsilon L^{2}\left(\mathbf{R}^{n}\right)$ the integral defining $\hat{f}$ is not defined in the Lebesgue sense. In this case, $\hat{f}$ is usually defined as the limit in the $L^{2}$ mean of the sequence $\hat{f}^{k}(y)=\left\{\begin{array}{l}x \mid \leqq k\end{array} f(x) e^{-2 \pi i x \cdot y} d x\right.$. In order to avoid technical difficulties that arise from this definition we shall resuricr our attention to integrable functions
[^9]:    1) We shall not calculate $\gamma_{k, n}$. The fact that this constant equals $2 \pi i^{-k}$ can be shown by evaluating the integral in (6.10) when $f(r)=e^{-r^{2}}$ (see STEIN and Weiss [10], Chapter IV, section 3) or by using the constants
    obtained below.
[^10]:    1) The Bessel functions we have encountered here arise in much the same way as did the ultraspherical Polynomials. Instead of the group $S O(n)$, however, one must study the group of all rigid motions on $\mathbf{R}^{(n)}$ (see Vilenkin [11] for details).
