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# CHANGES OF SIGN OF $\pi(x)-\operatorname{li} x$ 

by Harold G. Diamond ${ }^{1}$

## 1. Introduction

The prime number theorem asserts that $\pi(x)$, the number of primes not exceeding $x$, is asymptotic to

$$
\operatorname{li} x \stackrel{\operatorname{def}}{=} \lim _{\varepsilon \rightarrow 0_{+}}\left(\int_{0}^{1-\varepsilon}+\int_{1+\varepsilon}^{x}\right) \frac{d u}{\log u}
$$

as $x \rightarrow \infty$. It has been shown [12, p. 72] that $\pi(x)<$ li $x$ for $3 / 2 \leqslant x \leqslant 10^{8}$, and it was once conjectured that this inequality prevailed for all $x \geqslant 3 / 2$. However, this conjecture was disproved by Littlewood [11] who established

Theorem 1. $\pi(x)-$ li $x$ changes sign infinitely often as $x \rightarrow \infty$.
Littlewood's proof was simplified by Ingham [5]. In the present article we make a further simplification by eliminating use of the so called explicit formula for $\psi$ (cf. [4], pp. 76-80). The deepest fact which we require from analytic number theory is an estimate of the size of $N(T)$, the number of zeros $\rho$ of the Riemann zeta function satisfying $0<\operatorname{Im} \rho \leqslant T$.

The key step in the argument is Theorem 2, which is given in the next section. This result, which is based on another article of Ingham [6], enables us to relate a certain average of the function $\pi$ to zeros of the Riemann zeta function.

## 2. A tauberian theorem

We begin by giving an extension of the Wiener-Ikehara tauberian theorem. Our result admits poles and certain "lesser" singularities on the abscissa of convergence of the transformed function. We adhere to the curious convention of expressing the complex variable $s$ as $\sigma+i t$.

[^0]Theorem 2. Let $F$ be a real valued function on $[1, \infty)$ which is continuous from the right and satisfies a one sided bound

$$
F(x)<\log ^{\beta} x \quad \text { or } \quad F(x)>-\log ^{\beta} x
$$

for some $\beta<1$ and all sufficiently large $x$. Let

$$
G(s) \stackrel{\operatorname{def}}{=} \int_{1}^{\infty} x^{-s-1} F(x) d x
$$

converge for $\sigma>0$. Let $T>0$ and suppose that there exists a function

$$
H(s) \stackrel{d e f}{=} \sum_{\left|\gamma_{n}\right|<T} \frac{a_{n}}{s-i \gamma_{n}}
$$

(for some choice of complex $a_{n}{ }^{\prime} s$ and real $\gamma_{n}{ }^{\prime} s$ ) such that the family of restricted functions

$$
t \mapsto G(\sigma+i t)-H(\sigma+i t) \stackrel{\text { def }}{=} J_{\sigma}(t)
$$

is Cauchy in $L^{1}$ norm as $\sigma \rightarrow 0+$, i.e.

$$
\lim _{\sigma, \sigma^{\prime} \rightarrow 0^{+}} \int_{-T}^{T}\left|J_{\sigma}(t)-J_{\sigma^{\prime}}(t)\right| d t=0
$$

Then, as $y \rightarrow \infty$

$$
\int_{u=1}^{\infty} F(u) K_{T}(y-\log u) \frac{d u}{u}=\sum_{\left|\gamma_{n}\right|<T} a_{n}\left(1-\frac{\left|\gamma_{n}\right|}{T}\right) e^{i \gamma_{n} y}+o_{T}(1) .
$$

We have set

$$
K_{T}(x)=\frac{1}{2 \pi} \int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i x t} d t \quad(-\infty<x<\infty)
$$

This is the so called Fejér kernel. Also, $o_{T}(1)$ denotes a function of $y$ and $T$ which, for fixed $T$, tends to zero as $y \rightarrow \infty$.

Proof of Theorem 2. The general strategy is to multiply the equation defining $G$ by $(1-|t| / T) e^{i t y} d t$, integrate, and evaluate the resulting formula as $\sigma \rightarrow 0+$ and then let $y \rightarrow \infty$.

For $\sigma>0$ we have

$$
\int_{-T}^{T}\left\{\int_{1}^{\infty} u^{-s-1} F(u) d u\right\}\left(1-\frac{|t|}{T}\right) e^{i t y} d t=
$$

(1)

$$
\int_{-T}^{T} J_{\sigma}(t)\left(1-\frac{|t|}{T}\right) e^{i t y} d t+\int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i t y} \sum_{\left|\gamma_{n}\right|<T} \frac{a_{n}}{s-i \gamma_{n}} d t
$$

We treat the last integral first. For $\gamma$ real, $|\gamma|<T, \sigma>0, y>0$, we estimate

$$
\begin{gathered}
\int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i t y}(s-i \gamma)^{-1} d t= \\
\left(1-\frac{|\gamma|}{T}\right) \int_{-T}^{T} \frac{e^{i t y}}{s-i \gamma} d t+\frac{1}{T} \int_{-T}^{T} \frac{|\gamma|-|t|}{s-i \gamma} e^{i t y} d t \\
=\mathrm{I}+\mathrm{II}, \text { say. }
\end{gathered}
$$

We treat I using complex integration:

$$
\begin{aligned}
& \int_{-T}^{T} \frac{e^{i t y}}{s-i \gamma} d t=\frac{e^{y(i \gamma-\sigma)}}{i} \int_{z=y(\sigma-i T-i \gamma)}^{y(\sigma+i T-i \gamma)} \frac{e^{z} d z}{z} \\
& \quad=2 \pi e^{-\sigma y+i \gamma y}+O\left\{\frac{1}{y(T-|\gamma|)}\right\}
\end{aligned}
$$

The last formula results from replacing the integral over the line segment by one over the other three sides of a rectangle with vertices

$$
y(\sigma \pm i T-i \gamma), \quad y(-m \pm i T-i \gamma)
$$

applying the residue theorem, and letting $m \rightarrow+\infty$. The constant implied by the $O$ is absolute. Thus

$$
\lim _{\sigma \rightarrow 0+} I=2 \pi\left(1-\frac{|\gamma|}{T}\right) e^{i \gamma y}+O\left(\frac{1}{y T}\right) .
$$

We estimate II after noting that $\frac{|\gamma|-|t|}{\sigma+i(t-\gamma)}$ is bounded by 1 in absolute value and converges to $(|\gamma|-|t|) /(i t-i \gamma)$ for $t \neq \gamma$. Thus

$$
\lim _{\sigma \rightarrow 0+} \int_{-T}^{T} \frac{|\gamma|-|t|}{s-i \gamma} e^{i t y} d t=\int_{-T}^{T} \frac{|\gamma|-|t|}{i(t-\gamma)} e^{i t y} d t
$$

by the dominated convergence theorem. The last expression tends to zero as $y \rightarrow \infty$ by the Riemann-Lebesgue lemma, which asserts that the Fourier transform of an $L^{1}$ function vanishes "at infinity" (cf. [7], p. 123).

It follows that

$$
\begin{aligned}
& \lim _{\sigma \rightarrow 0+} \int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i t y} \sum_{\left|\gamma_{n}\right|<T} \frac{a_{n}}{s-i \gamma_{n}} d t \\
& =2 \pi \sum_{\left|\gamma_{n}\right|<T}\left(1-\frac{\left|\gamma_{n}\right|}{T}\right) a_{n} e^{i \gamma_{n} y}+\varphi(y),
\end{aligned}
$$

where $\varphi(y) \rightarrow 0$ as $y \rightarrow \infty$.
The function $J_{\sigma}$ in (1) converges in $L^{1}$ norm to a function $J$ in $L^{1}[-T, T]$ by use of the Cauchy hypothesis and the fact that $L^{1}$ is complete. Thus

$$
\lim _{\sigma \rightarrow 0+} \int_{-T}^{T} J_{\sigma}(t)\left(1-\frac{|t|}{T}\right) e^{i t y} d t=\int_{-T}^{T} J(t)\left(1-\frac{|t|}{T}\right) e^{i t y} d t
$$

and the last integral tends to zero as $y \rightarrow+\infty$ by another application of the Riemann-Lebesgue lemma. (The completeness of $L^{1}$ could be avoided by use of the argument in [1, pp. 190-194].)

The left side of (1) equals

$$
\begin{aligned}
& \int_{-T}^{T}\left\{\int_{1}^{\infty} u^{-\sigma-1} F(u) e^{i t(y-\log u)} d u\right\}\left(1-\frac{|t|}{T}\right) d t \\
= & \int_{1}^{\infty} u^{-\sigma-1} F(u)\left\{\int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i t(y-\log u)} d t\right\} d u \\
= & 2 \pi \int_{1}^{\infty} u^{-\sigma-1} F(u) K_{T}(y-\log u) d u
\end{aligned}
$$

The interchange of integrations is justified by the fact that the integral for $G$ converges uniformly on the line segment $\{s=\sigma+i t:-T \leqslant t \leqslant T\}$ for any fixed positive numbers $\sigma$ and $T$. Integration shows that

$$
\begin{equation*}
K_{T}(x) \stackrel{\operatorname{def}}{=} \frac{1}{2 \pi} \int_{-T}^{T}\left(1-\frac{|t|}{T}\right) e^{i x t} d t=\frac{T}{2 \pi}\left(\frac{\sin T x / 2}{T x / 2}\right)^{2} \tag{2}
\end{equation*}
$$

and hence for any $\beta<1$

$$
\int_{1}^{\infty} u^{-1} \log ^{\beta} u K_{T}(y-\log u) d u<\infty
$$

We write

$$
F(u)=\left(F(u)-K \log ^{\beta} u\right)+K \log ^{\beta} u,
$$

and note that $F(u)-K \log ^{\beta} u$ is of one sign for suitable $K$ and some $\beta<1$. By the monotone convergence theorem

$$
\begin{gathered}
\int_{1}^{\infty} u^{-\sigma-1} F(u) K_{T}(y-\log u) d u \longrightarrow \\
\int_{1}^{\infty} u^{-1}\left(F(u)-K \log ^{\beta} u\right) K_{T}(y-\log u) d u \\
\quad+\int_{1}^{\infty} u^{-1} K \log ^{\beta} u K_{T}(y-\log u) d u
\end{gathered}
$$

as $\sigma \rightarrow 0+$. The last integral has just been shown finite. The integral involving $F(u)-K \log ^{\beta} u$ must also be finite, since each of the other terms in (1) has a finite limit as $\sigma \rightarrow 0+$.

Assembling the estimates of the terms in (1), we obtain the desired formula. \#

In particular, if $F(u)=1$ for $1 \leqslant u<\infty$, then $G(s)=\int_{1}^{\infty} x^{-s-1} d x$ $=1 / s$ and the theorem yields

$$
\int_{u=1}^{\infty} K_{T}(y-\log u) u^{-1} d u=1+o(1)
$$

or

$$
\int_{-\infty}^{\infty} K_{T}(v) d v=1
$$

## 3. Proof of Theorem 1

It is convenient to introduce approximations to $\pi$ and li. We define

$$
\Pi(x)=\sum_{p^{\alpha} \leq x} \frac{1}{\alpha}=\pi(x)+\frac{1}{2} \pi\left(x^{\frac{1}{2}}\right)+\frac{1}{3} \pi\left(x^{\frac{1}{3}}\right)+\ldots(x \geqslant 1) .
$$

The first sum extends over all prime powers not exceeding $x$. The second sum, which is formally infinite, is in fact terminating, since $\pi\left(x^{1 / n}\right)=0$ for $n>\log x / \log 2$. Thus we have

$$
0 \leqslant \Pi(x)-\pi(x) \leqslant \frac{1}{2} \pi\left(x^{\frac{1}{2}}\right)+\frac{\log x}{3 \log 2} \pi\left(x^{\frac{1}{3}}\right)=O\left(\frac{x^{\frac{1}{2}}}{\log x}\right)
$$

Also, for $x>1$ we set

$$
\tau(x) \stackrel{\operatorname{def}}{=} \int_{1}^{x} \frac{1-u^{-1}}{\log u} d u=\operatorname{li} x+\tau(e)-\operatorname{li} e-\log \log x
$$

It follows from the preceding relations that

$$
\begin{equation*}
\frac{\pi(x)-\operatorname{li} x}{\sqrt{x} / \log x}=\frac{\Pi(x)-\tau(x)}{\sqrt{x} / \log x}+O(1) \tag{3}
\end{equation*}
$$

We shall establish Theorem 1 by proving that $x \mapsto x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x$ is unbounded from above and below.

The function $\Pi$ occurs in the Mellin transform of the branch of $\log \zeta(s)$ which is real on the interval $(1, \infty)$. Indeed, the Euler product

$$
\zeta(s)=\prod_{p}\left(1-p^{-s}\right)^{-1} \quad(\sigma>1)
$$

yields

$$
\log \zeta(s)=-\sum_{p} \log \left(1-p^{-s}\right)=\sum_{p}\left(p^{-s}+\frac{p^{-2 s}}{2}+\frac{p^{-3 s}}{3}+\ldots\right)
$$

Writing the last sum as a Stieltjes integral, we obtain

$$
\log \zeta(s)=\int_{1}^{\infty} x^{-s} d \Pi(x) \quad(\sigma>1)
$$

The function $\tau$ has been introduced to exploit its simple Mellin transform:

$$
\log \frac{s}{s-1}=\int_{1}^{\infty} x^{-s} d \tau(x) \quad(\sigma>1)
$$

where the branch of $\log s /(s-1)$ is chosen which is real on $(1, \infty)$. One can verify this identity by showing that (i) each member of the equation tends to zero as $\sigma \rightarrow+\infty$ and (ii) the derivatives of the two sides are equal.

We form the difference of the two Mellin transforms and integrate by parts, obtaining

$$
\frac{1}{s}\left\{\log \zeta(s)-\log \frac{s}{s-1}\right\}=\int_{1}^{\infty} x^{-s-1}\{\Pi(x)-\tau(x)\} d x .
$$

We then differentiate this formula with respect to $s$ to get

$$
\begin{aligned}
- & \frac{1}{s^{2}}\left\{\log \zeta(s)-\log \frac{s}{s-1}\right\}+\frac{1}{s}\left\{\frac{\zeta^{\prime}(s)}{\zeta(s)}-\frac{1}{s}+\frac{1}{s-1}\right\} \\
& =-\int_{1}^{\infty} x^{-s-1} \log x\{\Pi(x)-\tau(x)\} d x \quad(\sigma>1) .
\end{aligned}
$$

We have now succeeded in making a Mellin transform of $x^{-\frac{1}{2}} \log x$ $\{\Pi(x)-\tau(x)\}$. For convenience we shall denote the left hand side of this formula by $-G_{1}\left(s-\frac{1}{2}\right)$. Then we have for $\sigma>\frac{1}{2}$

$$
\begin{equation*}
G_{1}(s)=\int_{1}^{\infty} x^{-s-\frac{3}{2}} \log x\{\Pi(x)-\tau(x)\} d x \tag{4}
\end{equation*}
$$

We shall apply Theorem 2 to this Mellin transform.
There are two possible cases to consider in proving Theorem 1, according to whether the Riemann hypothesis (R.H.) holds or not. (A form of the R.H. asserts that there exist no zeros of the Riemann zeta function with real part exceeding $\frac{1}{2}$. It is not known at present whether the R.H. is true.)

For each case we require the following theorem of Landau (cf.[4], pp. 88-89): If $f(x)$ is a real valued right continuous function which is of one
sign for all sufficiently large $x$ and if $\int_{1}^{\infty} x^{-s} f(x) d x$ has abscissa of convergence $\alpha$, then the analytic function

$$
s \mapsto \int_{1}^{\infty} x^{-s} f(x) d x
$$

has a singularity at the real point $s=\alpha$.
If the conclusion of Theorem 1 were false, then for some real $K$

$$
x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x+K
$$

would be ultimately of one sign. We obtain from (4)

$$
\begin{equation*}
G_{1}(s)+\frac{K}{s}=\int_{1}^{\infty} x^{-s-1}\left(x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x+K\right) d x \tag{5}
\end{equation*}
$$

According to Landau's theorem there must be a singularity of $G_{1}(x)+K / s$ at the real point on the abscissa of convergence, say $\alpha$. Now $G_{1}(s)+K / s$ has no singularities on the half line $(0, \infty)$ because zeta is analytic and non zero on $\left(\frac{1}{2}, 1\right)$ [cf. remarks following the definition of $N(T)$ below] and $(1, \infty)$ [convergent Euler product!] and has a simple pole at $s=1$. It follows that $\alpha \leqslant 0$.

Thus the integral in (5) converges and defines $G_{1}(s)+K / s$ as an analytic function on the half plane $\{s: \sigma>0\}$. If we recall the definition of $G_{1}$, we see that zeta can have no zeros with real part exceeding $\frac{1}{2}$, i.e. the R.H. holds. This establishes the truth of Theorem 1 in case the R.H. does not hold.

Now we assume that the R.H. holds but Theorem 1 is false and deduce a contradiction.

The preceding argument with Landau's Theorem implies that (4) is valid for $\sigma>0$. The function $G_{1}$ has two types of singularities on the line $\sigma=0$, both arising from zeros of zeta. The following lemma will enable us to see that the logarithmic singularities are "negligible."

Lemma 3. Let a branch of log be fixed. Then

$$
\lim _{\sigma, \sigma^{\prime} \rightarrow 0+} \int_{-1}^{1}\left|\log (\sigma+i t)-\log \left(\sigma^{\prime}+i t\right)\right| d t=0
$$

Proof. Let $0<\varepsilon<1 / \sqrt{2}$ be given. The integral tends to zero uniformly for $|t| \geqslant \varepsilon$ as $\sigma, \sigma^{\prime} \rightarrow 0+$. For $|t|<\varepsilon$ and $0<\sigma<\sigma^{\prime}<1 / \sqrt{2}$, say, we have

$$
\begin{aligned}
\int_{-\varepsilon}^{\varepsilon}\left|\log \frac{\sigma+i t}{\sigma^{\prime}+i t}\right| d t & <4 \pi \varepsilon+\int_{-\varepsilon}^{\varepsilon} \log \left|\frac{\sigma^{\prime}+i t}{\sigma+i t}\right| d t \\
& <4 \pi \varepsilon+\int_{-\varepsilon}^{\varepsilon} \log \left|\frac{1}{\sigma+i t}\right| d t \\
& <4 \pi \varepsilon+2 \int_{0}^{\varepsilon} \log (1 / t) d t
\end{aligned}
$$

and the last integral tends to zero as $\varepsilon \rightarrow 0+. \quad \#$
We can now show that the logarithmic terms in $G_{1}(\sigma+\mathrm{it})$ satisfy the Cauchy condition in $L^{1}[-T, T]$ for any fixed $T>0$, as $\sigma \rightarrow 0+$. Indeed, let $\left[t_{1}, t_{2}\right] \subset[-T, T]$ and suppose that there exists at most one $\gamma \in\left[t_{1}, t_{2}\right]$ for which $\zeta\left(\frac{1}{2}+i \gamma\right)=0$. For $0<\sigma<1 / 3$ and $t_{1} \leqslant t \leqslant t_{2}$ we have

$$
\log \zeta\left(s+\frac{1}{2}\right)=n \log (s-i \gamma)+\varphi(s),
$$

where $n$ is the order of the zero at $\frac{1}{2}+i \gamma$ and $\varphi$ is analytic on the closure of the region. It follows from the preceding lemma and an estimate based on the triangle inequality that

$$
\lim _{\sigma, \sigma^{\prime} \rightarrow 0+} \int_{i_{1}}^{t_{2}}\left|f(\sigma+i t)-f\left(\sigma^{\prime}+i t\right)\right| d t=0
$$

where

$$
f(s)=\left(s+\frac{1}{2}\right)^{-2} \log \left\{\zeta\left(s+\frac{1}{2}\right)\left(s-\frac{1}{2}\right) /\left(s+\frac{1}{2}\right)\right\} .
$$

Adding together a finite number of such estimates we see that the Cauchy condition applies for the logarithmic terms in $G_{1}$ on the whole interval $[-T, T]$.

It remains to consider the pole terms in $G_{1}(s)$. For given $T>0$ set

$$
H_{1}(s)=\sum_{|\gamma|<T} \frac{1}{\left(\frac{1}{2}+i \gamma\right)(s-i \gamma)},
$$

where $\gamma$ ranges over the imaginary parts of zeros of zeta on the line $\sigma=\frac{1}{2}$. A term is repeated $n$ times in the sum in case $\frac{1}{2}+i \gamma$ is a zero of zeta of
multiplicity $n$. It is convenient to assume that $T$ is distinct from each of the $\gamma$ 's. The function $G_{1}-H_{1}$ is analytic on the region

$$
\{s=\sigma+i t: 0<\sigma \leqslant 1 / 3,-T \leqslant t \leqslant T\}
$$

and has a finite number of logarithmic singularities in the closure of this region. Thus $G_{1}(\sigma+\mathrm{it})-H_{1}(\sigma+\mathrm{it})$ is Cauchy in $L^{1}$ norm on $[-T, T]$ as $\sigma \rightarrow 0+$.

Let $F_{1}(x)=x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x$ for $1 \leqslant x<\infty$. Then (4) can be rewritten as $G_{1}(s)=\int x^{-s-1} F_{1}(x) d x$. We are assuming that Theorem 1 is false and hence $F_{1}$ is bounded by a constant from above or below. Under this assumption we have shown that the preceding integral converges for $\sigma>0$.

Now the triple $F_{1}, G_{1}, H_{1}$ satisfies the conditions required of $F, G$, and $H$ in Theorem 2. Thus we have the formula

$$
\begin{aligned}
\int_{x=1}^{\infty} x^{-\frac{3}{2}}\{\Pi(x) & -\tau(x)\} \log x K_{T}(y-\log x) d x \\
& =\sum_{|\gamma|<T} \frac{1}{\frac{1}{2}+i \gamma}\left(1-\frac{|\gamma|}{T}\right) e^{i \gamma y}+o_{T}(1)
\end{aligned}
$$

as $y \rightarrow \infty$.
For $T \geqslant 0$ let $N(T)$ denote the number of zeros of the Riemann zeta function in the rectangle $\{s=\sigma+\mathrm{it}: 0<\sigma<1, \quad 0 \leqslant t \leqslant T\}$. Each zero is counted with its appropriate multiplicity. We observe that $N(0)=0$. This follows from the identity

$$
\zeta(\sigma)\left(1-2^{1-\sigma}\right)=1-2^{-\sigma}+3^{-\sigma}-4^{-\sigma}+\ldots \quad(\sigma>0)
$$

and the alternating series inequality

$$
\zeta(\sigma)\left(1-2^{1-\sigma}\right)>1-2^{-\sigma}>0 .
$$

Moreover, the function $N$ is continuous from the right and hence $N(T)=0$ for some positive values of $T$ also. (It is known that the first jump in $N(T)$ occurs near $T=14.13$.)

For large $T$ we have the asymptotic estimate $N(T) \sim \frac{1}{2 \pi} T \log T$ (cf. [4], pp. 68-70). Actually, it would be enough for our purposes to have the weaker bounds

$$
\begin{equation*}
N(T+1)-N(T)=O(\log T) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{T \rightarrow \infty} N(T) / T=\infty . \tag{7}
\end{equation*}
$$

We digress for a moment to indicate how one can establish (6) and (7). The first estimate can be made by applying Jensen's inequality [4, p. 49] to zeta. We use the bound $\zeta(s)=O\left(|t|^{\frac{3}{2}}\right)$ for $|t| \geqslant 1$ and $\sigma>-1$. This bound follows from the functional equation for zeta [4, p. 41] and Stirling's formula for the gamma function [4, p. 57]. Another bound of this general type can be deduced from the representation

$$
\zeta(s)=\frac{1}{s-1}+\frac{1}{2}+s(s+1) \int_{x=1}^{\infty} x^{-s-2} \int_{0}^{x}\left([t]-t+\frac{1}{2}\right) d t d x \quad(\sigma>-1)
$$

which results from two integrations by parts of the Mellin transform for zeta.

For (7) we consider the formula

$$
\frac{\zeta^{\prime}}{\zeta}(\sigma)=-\frac{1}{2} \frac{\Gamma^{\prime}}{\Gamma}\left(\frac{1}{2} \sigma+1\right)+\sum_{\rho}\left(\frac{1}{\sigma-\rho}+\frac{1}{\rho}\right)+O
$$

[4, p. 58]. Here $\rho=\beta+i \gamma$ extends over all zeros of zeta satisfying $0<\beta<1$. As $\sigma \rightarrow+\infty$ we have $\zeta^{\prime}(\sigma) / \zeta(\sigma) \rightarrow 0$ and by Stirling's formula $\left(\Gamma^{\prime} / \Gamma\right)\left(\frac{1}{2} \sigma+1\right) \sim \log \sigma$. If $N(T) / T$ were bounded, then, as a short calculation shows, the sum over $\rho$ would be bounded as $\sigma \rightarrow+\infty$. This is clearly impossible and hence (7) holds.

Applying (6) we have

$$
\begin{gathered}
\sum_{\gamma}\left|\frac{1}{\frac{1}{2}+i \gamma}-\frac{1}{i \gamma}\right|<\sum_{\gamma} \frac{1}{2 \gamma^{2}}=\sum_{k=1}^{\infty} \sum_{k-1<\gamma \leq k} \gamma^{-2} \\
=O\left\{\sum_{k=1}^{\infty} \frac{\log (k+1)}{k^{2}}\right\}=B<\infty .
\end{gathered}
$$

We can thus rewrite the formula for $\Pi-\tau$ as

$$
\begin{gather*}
\int_{1}^{\infty} x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x K_{T}(y-\log x) d(\log x)  \tag{8}\\
=\sum_{0<\gamma<T} 2\left(1-\frac{\gamma}{T}\right) \frac{\sin \gamma y}{\gamma}+B \theta+o_{T}(1),
\end{gather*}
$$

where $\theta=\theta(y, T)$ is bounded by 1 in absolute value.

Let $\Sigma(y)$ denote the sum in (8). We have

$$
\begin{aligned}
& \Sigma(1 / T)=\frac{2}{T} \sum_{0<\gamma<T}\left(1-\frac{\gamma}{T}\right) \frac{\sin \gamma / T}{\gamma / T} \\
& \geqslant \frac{2}{T_{0<\gamma<T / 2}} \sum_{2} \frac{1}{2} \cdot \frac{2}{\pi}=\frac{1}{\pi} \frac{N(T / 2)}{T / 2}
\end{aligned}
$$

which can be made arbitrarily large by choosing suitable large values of $T$. (We have used the estimates $\sin x>2 x / \pi$ for $0<x<\pi / 2$ and (7).) Also, since sine is odd $\Sigma(-1 / T)$ will be a negative number of large modulus for some positive values of $T$.

The evaluation of $\Sigma( \pm 1 / T)$ does not appear to be of any direct benefit, since (8) applies only for large positive values of $y$. However, $\Sigma(y)$ is a trigonometric polynomial and as such has the following approximate periodicity property: For any $\varepsilon>0$ and any $y_{0} \in R$, there exists a sequence $y_{n} \rightarrow \infty$ such that

$$
\left|\Sigma\left(y_{n}\right)-\Sigma\left(y_{0}\right)\right|<\varepsilon \quad(n=1,2,3, \ldots)
$$

This assertion can be established by appealing to the theory of almost periodic functions [7, pp. 158-159]. Alternatively, we can apply Dirichlet's theorem on diophantine approximation [4, pp. 94-95]. Suppose we are given $\varepsilon>0$ and $0<\gamma_{1} \leqslant \gamma_{2} \ldots \leqslant \gamma_{N}$, the imaginary parts of the first $N=N(T)$ zeros of zeta arranged in ascending order. Then by Dirichlet's Theorem we can find arbitrarily large numbers $t$ for which the inequalities

$$
\left\|\gamma_{n} t / 2 \pi\right\|<\varepsilon /\left\{4 \pi \underset{1 \leq j \leq N}{\left.\left.\sum_{j} \gamma_{j}^{-1}\right\} \quad(1 \leqslant n \leqslant N)\right) .}\right.
$$

hold. Here $\|x\|$ denotes the (non negative) distance from $x$ to the nearest integer. Simple estimates show that

$$
\left|\sin \gamma_{n}(y+t)-\sin \gamma_{n} y\right| \leqslant 2 \pi\left\|\gamma_{n} t / 2 \pi\right\|
$$

for $1 \leqslant n \leqslant N$, and hence for all real $y$ we have

$$
|\Sigma(y+t)-\Sigma(y)|<\sum_{n=1}^{N} 4 \pi \gamma_{n}^{-1}\left\|\gamma_{n} t / 2 \pi\right\|<\varepsilon
$$

It follows from either of these methods that the values $\Sigma(1 / T)$ and $\Sigma(-1 / T)$ are nearly repeated by $\Sigma(y)$ on a sequence of values of $y$ tending to infinity.

At the end of the proof of Theorem 2 we showed that $\int_{-\infty}^{\infty} K_{T}(u) d u=1$. Also, (2) implies that $K_{T}(x) \geqslant 0$ for all $x$. Now formula (8) can be interpreted as expressing a certain average of $x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x$ as $\Sigma(x)$ plus a bounded error term.

It follows that there exist sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ tending to infinity for which

$$
\begin{aligned}
& x_{n}^{-\frac{1}{2}}\left\{\Pi\left(x_{n}\right)-\tau\left(x_{n}\right)\right\} \log x_{n}>c \\
& y_{n}^{-\frac{1}{2}}\left\{\Pi\left(y_{n}\right)-\tau\left(y_{n}\right)\right\} \log y_{n}<-c
\end{aligned}
$$

for any given number $c>0$. Thus

$$
x^{-\frac{1}{2}}\{\Pi(x)-\tau(x)\} \log x
$$

is unbounded from above and below. If we recall (3), we have completed our proof that $\pi(x)-$ li $x$ changes sign infinitely often.

## 4. Further results

Littlewood actually showed a bit more than we have. He proved that

$$
x^{-\frac{1}{2}}\{\pi(x)-\operatorname{li} x\} \log x / \log \log \log x
$$

has a positive limit superior and negative limit inferior. The best account of this estimate is probably that given in [5].

It appears that our arguments can be extended to achieve this estimate. The contradiction arguments can be reorganized, exploiting more fully the hypothesized one sided bound in Theorem 2. However, we would also require an explicit estimate in place of the $o_{T}(1)$ in the conclusion of this theorem. Such estimation would cancel out the economy we have achieved.

It is reasonable to ask for an $x>3 / 2$ for which $\pi(x)-\operatorname{li} x>0$. The first person to provide an estimate of such a number $x$ was Skewes [13]. He showed that there exists an $x<\exp \exp \exp \exp$ (7.705) for which $\pi(x)-$ li $x>0$. This enormous bound was reduced to a more modest $1.65 \cdot 10^{1165} \approx \exp \exp (7.895)$ by R.S. Lehman [10]. Each of these authors combined theoretical arguments with extensive numerical calculations using the position of many zeros of the Riemann zeta function. The case in which the Riemann hypothesis is assumed false requires much more work than we had to do.

It would be interesting to know explicitly the first (or indeed any!) $x>3 / 2$ for which $\pi(x)-\operatorname{li} x>0$. Lehman observed in [10] that it seemed likely that such a number would have to exceed $10^{20}$.
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