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L'Enseignement Mathématique, t. 51 (2005), p. 47-85

COUNTING SOLUTIONS
OF PERTURBED HARMONIC MAP EQUATIONS

by Thomas Kappeler and Janko Latschev*)

Abstract. In this paper we consider perturbed harmonic map equations for maps
between closed Riemannian manifolds. In the case where the target manifold has
negative sectional curvature we prove - among other results - that for a large class of
semilinear and quasilinear perturbations, the perturbed harmonic map equations have
solutions in any homotopy class of maps for which the Euler characteristic of the set
of harmonic maps does not vanish. Under an additional condition, similar results hold
in the case where the target manifold has nonpositive sectional curvature. The proofs
are presented in an abstract setup suitable for generalizations to other situations.

1. Introduction

In this work we study the solvability of a class of semilinear and quasilinear
perturbations of the harmonic map equation for maps u : M —» M from a

closed ft-dimensional Riemannian manifold M into a closed ft'-dimensional
Riemannian manifold M' with nonpositive sectional curvature. Denoting points
of M and Mf by x and y, respectively, we study the set of solutions for the

equations

(1.1) t(u)(x) + F(x, u(x)) 0

and

(1.2) t(u)(x) + F(x, w(x)) + dxu(G(x, u(x))) 0

where r(u)(x) denotes the tension field, F is an x-dependent vector field on
M' and G is a y-dependent vector field on M. Recall that the harmonic map
equation r(u) 0 is the Euler-Lagrange equation of the energy functional

*) While writing this article, both authors were partially supported by the European
Commission under grant HPRN-CT-1999-00118.
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(1.3) E(u) l [ \\dxu\\2 dvo\(x).
1 JM

Solutions of r(u) 0 are therefore critical points of E{u). They are referred

to as harmonic maps. In local coordinates of M and Af, the components

Ta(u)(x) of the tension field r(u) are given by (1 < a < rf)

T(,,)"(.«> + Y. E
1 <ij<n

where AM is the Laplace-Beltrami operator on M, g''(x) are the components

of the inverse of the metric tensor on M, and I^T(y) denote the Christoffel

symbols corresponding to the Riemannian metric g' on M'.
We point out immediately that the perturbations considered are not

necessarily of variational type, meaning that for generic F and G the equations

(1.1) and (1.2) are not the Euler-Lagrange equations of any perturbation of
the energy functional E(u). Our studies were motivated in part by work of
Kuksin [Ku] on perturbed Cauchy-Riemann equations.

To state our results, we need to introduce some notation. For any j > n/2
we denote by FL( l) the Hilbert manifold of maps from M to M of Sobolev

class HF By the Sobolev embedding theorem, the space %(/) compactly
embeds into for every 0 < i < j-n/2. The connected components

FL(f of the space Fi{j) correspond to the homotopy classes of maps from

M to M'. We now fix an integer k > 2 + '1^L and denote by the space

of jc-dependent vector fields on Mf of class Hk, and by Q[k) the space of
y-dependent vector fields G on M of class Hk satisfying

||G|| := sup ||G(x,y)|| < c.
xEM,yeM'

We consider the set

Mf:=j(«,F) G 7if+2) x I (u,F) solves (1.1)}

of solutions (u,F) of (1.1) and, for any c > 0, the set

A(ffc := |(m,F,G) G Wf+2) x F{k) x Ç^k) \ (m,F,G) solves (1.2) |
of solutions (w,F, G) for equation (1.2).

Our goal here is to give a sufficient criterion for the solvability of equations

(1.1) and (1.2) for every perturbation E G J^k) (resp. (F, G) G T(k) x
with c > 0 small) and to provide a count for the number of solutions for

generic such perturbations.
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Theorem 1.1. Let Q be a homotopy class of maps from the closed

Riemannian manifold M of dimension n to the closed Riemannian manifold
Mr of nonpositive sectional curvature and dimension H. Then there exists an

integer Dç G Z such that for every k > 2 + —the following statements

hold :

1. If Dç / 0, then equation (1.1) has at least one solution in (" for every
F G J*®. Moreover; for any F contained in an open, dense subset

C T{k) equation (1.1) has at least \D^\ solutions in £.

2. There exists c > 0 such that if Dç 0, then equation (1.2) has at least

one solution in Ç for any (F, G) G x G(ck). Moreover; for any pair
(F, G) contained in an open, dense subset (J*® x G^\eg G x
equation (1.2) has at least |D^| solutions in £.

Furthermore, if the critical set of the restriction E\ç of the energy functional
(1.3) to F^+2) /.v nondegenerate - as is for instance the case for any homotopy
class if M' has negative sectional curvature -, then

(1.4) F>C X(GnY(F|c)),

Euler characteristic of the set of harmonic maps in the homotopy class Q.

The nondegeneracy condition appearing in the last part of Theorem 1.1

is of Morse-Bott type and is discussed in detail in §2. We point out that

(1.4) is sharp, in the sense that there are examples of homotopy classes

and perturbations F for which the number of solutions of equation (1.1) in

equals \x(Crit(E\c))\.
The proof of Theorem 1.1 naturally splits into several parts. For the first

part, one starts by observing that the jV[ik) (resp. M^) are Hilbert manifolds

and that the projections Afj? —> T{k) (resp. iTk£,c* A/^. —> T{k) x Q{k)

are Fredholm maps of index 0. The subset T^g C T{k) (resp. (fF^ x Gf\eg)
in Theorem 1.1 is precisely the set of regular values of the map (resp.

TTk.ç.c)- The integer Dç in the statement of the theorem is nothing but the

degree of these maps. In § 3 we present a detailed derivation of the existence of
such a degree under suitable general conditions. We take a common approach

using determinant line bundles defined for a family of Fredholm operators
of some fixed index. For the convenience of the reader, we have given a

self-contained review of the determinant line bundle in Appendix A.

In the second part of the proof our goal is to compute the degree. This is

carried out in §4, where we use the nondegeneracy assumption for the critical
set to identify the degree Dç with the Euler characteristic of the set of critical
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points of the functional whose perturbation is studied. Here the basic idea
is to reduce the problem to an equivalent finite-dimensional one, where the

corresponding result is well-known.

Finally, in §5 we verify the assumptions of the general argument in the

previous two sections for the perturbed harmonic map ec uations (1.1) and (1.2)
and prove Theorem 1.1. Here the argument rests on the following compactness
result established in [KKS1, Ko]. Recall that a continuous map is said to be

proper if the inverse image of every compact set is compact.

THEOREM 1.2. Assume that M' has non-positive sectional curvature,
is a homotopy class of maps from M to M' and that k > 2 + (n + n')/2.
Then the following statements hold :

1. The natural projection onto the second factor tt^ : M(^ —T{k) is

proper.
2. There exists c > 0 such that the natural projection

is proper.

Part (1) of Theorem 1.2 was established in [KKS1], along with part (2)
in the case when dimM < 3. In the recent paper [Ko], the case dim M > 3

of part (2) is treated. Note that in [KKS1, Ko], the results of Theorem 1.2

are stated and proved for Cl maps with / > 2. The versions above can be

proven in essentially the same way. In [KKS2] it is shown that the constant
c > 0 in Theorem 1.2 (2) can be chosen independently of the homotopy class
C if Mf has strictly negative sectional curvature (see also [Ko]). In fact, it
is proved that c can be chosen to depend only on the upper bound of the
sectional curvature and on the lower bound of the injectivity radius of M.
We point out that there are examples of large perturbations G such that the
set of solutions of equation (1.2) is no longer compact. Hence for sufficiently
large c, part (2) of Theorem 1.2 no longer holds.

In order to show that formula (1.4) of Theorem 1.1 holds in many situations,
we begin our exposition in §2 by explaining the nondegeneracy condition on
the energy functional and proving that it is in particular satisfied for the

following triples (M',M, Q -

• M' has non-positive sectional curvature, M is arbitrary and is the trivial
homotopy class.

• Mf R" /A is a flat torus and M and are arbitrary.
• M' has negative sectional curvature and M and £ are arbitrary.
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• (M[ x M'2,M, Ci x C2) where both triples, Ci) and (M^M, £2),

satisfy the non-degeneracy condition.

To illustrate our results, we next present some examples.

Examples.
1. Taking M M' — S1 ~ R/Z, any map u: M —> Mf can be lifted to a

map u : R —» R with

(1.5) u(x + 1) u(x) + d,

where the integer d G Z determines the homotopy class — [u\.
Crit(E\c) is always diffeomorphic to Sl (see the proof of Proposition 2.7),

so that the Euler characteristic vanishes. Equation (1.1) for u with a

constant, non-zero vector field F reduces to

Uxx T c 0
5 c ft 0

which has no solutions at all satisfying (1.5).

2. Taking Mf Fg, a surface of genus g > 1 with constant negative

curvature, M arbitrary and the trivial homotopy class, we find that

Crit(E\ç) consists precisely of the constant maps and hence its Euler

characteristic equals 2 — 2g. Thus according to Theorem 1.1, there is

a nullhomotopic solution u: M —Fg for equation (1.1) for every

perturbation, and for generic perturbations there are at least 2g — 2

of them.

3. Taking M' negatively curved, and M such that there exists a homotopy
class C of maps from M to Mr for which the image of ir\(M) in it\(M')
under the induced map is not trivial or infinite cyclic, we find that Crit(E\ft
consists of one point [Ha, SY[. It follows that equation (1.1) has a solution

in the class for every perturbation E.

We conclude this introduction with a few historical comments. Results of
the type stated in Theorem 1.1 have their origin in the fundamental work

of Smale [Sm], where he proved the infinite dimensional version of Sard's

theorem for Fredholm maps and observed that the (unoriented) cobordism
class of the preimage of a regular value of a proper Fredholm map is an

invariant directly generalizing the ordinary mod 2 degree. These results have

been extended, applied and refined in many contexts. For example, Tromba

[Tr] defined an integer degree for proper Fredholm vector fields of index zero

(with respect to a connection) on a Banach manifold. We choose a somewhat
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different, though also quite common approach using determinant line bundles
which allows us to deal with a larger class of vector fields. Thus §3 is of
expository nature and included mostly for the convenience of the reader. In
§4 we present a short and self-contained proof of formula (1.4). We remark
that it is implied by the main theorem in a recent paper by Cieliebak, Mundet
i Riera and Salamon [CMS], where a framework for results of this sort is

developed in a much more general (and complicated) situation. Using their
work we arrived at an improved version of our original approach.

Acknowledgements. It is a pleasure to thank Dietmar Salamon, Sergei
Kuksin and Dan Burghelea for generously sharing their insights, as well
as Viktor Bangert for valuable discussions and Jürgen Jost for pointing out
Sampson's paper [Sam].

Throughout this section we fix two closed Riemanriian manifolds M and
M' of dimensions n and n', respectively, and denote points in them by v
and y, respectively. As always we assume that the sectional curvature of Af
is nonpositive. Denote by n the smallest integer satisfying k > 2 +and
let C be a homotopy class of maps from M to M. It is a standard result
(see e.g. [Pa]) that for any k > k the space of maps of Sobolev class
Hk+2 from M to M' is a Hilbert manifold. Its tangent space at a smooth

map u: M —» M' is given by the space Hk+1(u*TMf) of Hk+2 -sections of
the pull-back u*TM' of the tangent bundle of M. We denote the connected

component of %i-k+T> of maps in the homotopy class by l~L(^+2).

Consider the energy functional

Under our assumption on the curvature of Af, for any homotopy class Ç

of maps from M to Mf the critical set of the restriction of E to is the

nonempty, connected, compact set of minima [ES, Ha, SY], which by elliptic
regularity consists of smooth maps.

For k > k as above and u e K(A+2), we consider the scale of Hilbert
spaces

2. Nondegeneracy of the energy functional

TuH(k+1)S Hk+2(u*TM') Hk(u*TM') L2(u*TM')
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The above embeddings are dense, and we have duE —r(u) G Hk{u*TMr),
where E is now considered as a functional on EL^k+1). Furthermore, the operator

Vt(m): Hk+2(u*TMf) —> Hk(u*TM') is the restriction of an unbounded

selfadjoint elliptic operator on L2(u*TMf) with domain H2(u*TMf) (for an

explicit formula, compare Lemma 2.1 below). In particular, it has discrete,

nonnegative spectrum.
The goal of this section is to describe sufficient conditions on the homotopy

class C of maps from M to M' which ensure that the restriction E\ç of the

energy functional to has a nondegenerate critical set for all k > n

meaning that Crit(E\c) C %|?+2) is a closed C2-submanifold such that for

any u G Crit(E\c) we have

TuCrit(E\ç) Ker Vr(w) Coker Vr{u)).

We start by computing the second variation of the energy functional. Given

a 2-parameter family of maps usj : M —» M' in we write

duSit A 9u^t
(ft and

,=o ^ dtds

By the definition of the tension field r we have

dE(uS}t)

t=0

dt

Hence for the second variation we obtain

d2E(us.)

~/ {r(«s,o), A) dvol(.v).
t=0 J M

dsdt (s,t)=(0,0) JM

n Q

/ -*-{T(usfi),1ps)\s=0 dvol(x)
JM cjs

- (Vt(m0,o) • <Po, Ih) + (t("o,o), (VVo) • <£o) dvol(x).
JM

Note that if u — w0,o is harmonic, i.e. r(w) 0, the second summand in the

last equation vanishes. We will have occasion to use the following coordinate

description of the Hessian of the energy at a harmonic map.

Lemma 2.1. Eet u: M —» M' be a harmonic map between closed

Riemannian manifolds. Given two sections G C°°(u*TM'), the Hessian

is of the form fMhu((p,iß) dvol(v), where in local coordinates

xl,..., xn of M, the density hu is given by

(2.1) hu(ip,ip)g'J(X7XitpyXjip) J^> •
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Here R' denotes the curvature tensor of M, Xt ^, V denotes the

covariant derivative along u, and gl] is the inverse of the metric tensor g on
M. Equivalently, the quadratic form Hu can be represented as

Hu(p, ip) - / (Jup, ip) dvol(x),
J M

where for any v G TL(k+2) the operator Jv Vr(?;) on L2(v*TM') is

selfadjoint and elliptic and is given in local coordinates by

(2-2) Jv<fi -EvXi{y/ggUVXj(p) _

The proof of this lemma is a standard computation (see e.g. Theorem 8.6.1

in fJo]). Recall that, due to elliptic regularity theory, for any u G Crit(E) one
has Null(Ju) c C°°(u*TMf). Lemma 2.1 then yields the following well-known
result.

COROLLARY 2.2. Assume that M' has nonpositive sectional curvature.
Then given a harmonic map u : M —M', in normal coordinates xx,..., xtl

at any given iGM, every section p G Null(Ju) satisfies

(2.3) VXi<P 0

and

for 1 < i < n.

Proof According to (2.1), in normal coordinates ai: a given point x G M
and for p ip G Null(Jl{) we have

(2.5) 0 Vx,<p) + Z È}-
/= 1 /= 1

As M' has nonpositive sectional curvature, each of the terms in (2.5) is non-
negative and thus all have to vanish individually.

We next obtain a useful characterization of the homoi:opy classes for which
the restriction of the energy is nondegenerate in our sense.



COUNTING SOLUTIONS 55

Corollary 2.3. Assume that M has nonpositive sectional curvature.
Then the restriction E\q of the energy functional to TL^+2) is nondegenerate

ifand only if the set of its critical points Crit(E\ç) is a closedfinite-dimensional
C2 -submanifold of 7^+2) and for any u G Crit(E\ç) we have

(2.6) dim(Null(Ju)) < dim Crit(E\ç).

Remark 2.4. Note that if Crit(E\ç) c H(ac+2) is a C2- submanifold, one

has

(2.7) NulKJu) 2 TuCrit(E\c)

for any u G Crit(E\$. Thus inequality (2.6) implies equality in (2.7).

Proof of Corollary 2.3. Clearly, the two stated conditions are necessary for

Ef to be nondegenerate. To see that they are also sufficient, note that for any

u G Crit(0\ç) the operator Ju is self-adjoint and has discrete spectrum. Hence

NulliJu)1- PI C°°(u*TM') is an invariant subspace for Ju, where NulKJu)1-

denotes the orthogonal complement with respect to the L2 inner product
defined on the space of L2 -sections of u*TM'. It then follows that Ju is

non-degenerate if Null(Ju) TuCrit(E\c). In view of the above remark, this

holds if dimNull(Ju) < dim Crit(E\ç).

Remark 2.5. Using elliptic regularity theory and the selfadjointness of Ju

one verifies that for any homotopy class £ and for any k > n the restriction

of the energy E to <H^+2) is nondegenerate if and only if the restriction of

E to is nondegenerate.

We now apply the criterion of Corollary 2.3 to several families of homotopy
classes of maps.

PROPOSITION 2.6. Assume that M' has nonpositive sectional curvature
and that Ç is the trivial homotopy class of maps from M to M, where M
is any closed Riemannian manifold. Then the restriction E\ç of E to

is nondegenerate.

Proof. According to Hartman [Ha], zero is the only critical value of
the restriction of the energy functional to the trivial homotopy class. The

corresponding critical set consists precisely of the constant maps, so that

Crit{E\cfi is a C2-submanifold of diffeomorphic to M'.
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Let u: M —y Mf be any constant map. According to Corollary 2.3, it
remains to show that 6imNull{Ju) < dimM'. Corollary 2.2 implies that any
p G Null(Ju) satisfies VXlP 0 for all 1 < / < n. This means that p is a

parallel section of u*TMf M x TyM', where y u(M). As a parallel section
is determined by its value at one point, the inequality dim Null(Ju) < dimM'
follows.

Proposition 2.7. Assume that Mf is aflat torus Rw /A, i.e. the quotient
of flat R'7 by a lattice AcR" of maximal rank, and that M is any closed
Riemannian manifold. Then, for any homotopy class Ç of maps from M to
Mf, the restriction E\ç of the energy functional to is nondegenerate.

Proof By the work of Schoen and Yau [SY], Crit(E\ç) is a compact
connected manifold, possibly with (Lipschitz) boundary, whenever the target
space M' has nonpositive sectional curvature, and this manifold is immersed
into M' by the evaluation map at a point. As the isometry group of any
n'-dimensional flat torus contains the //-dimensional subgroup of translations,
we see that for any homotopy class any u G Crit{E\f) is an interior point
and we have dim TuCrit(E\f) > n'. In particular, Crit(E\f) is a compact
manifold without boundary of dimension nl. On the other hand, Corollary
2.2 again implies that p G Null(Ju) satisfies VXiP 0 for all 1 < i < n,
which means that p is a parallel section of the trivial bundle u*TM'. Hence,
as in the proof of Proposition 2.6, dimNull{Ju) < n!, which together with
Corollary 2.3 proves the claim.

PROPOSITION 2.8. Assume that M' has negative sectional curvature. Then

for any homotopy class of maps from any closed Riemannian manifold M
to Mr the restriction of the energy functional to T-L^+T) is nondegenerate.

Proof. For dim M 0 the result is trivial, so we may assume dim M > 1.

Furthermore, for any homotopy class C, Crit(E\fl) is a closed C2-submanifold
of U{^2) by [Ha].

So fix a non-trivial homotopy class (the trivial homotopy class was
already covered in Proposition 2.6) and a harmonic map u G Crit(E\ç).
According to equation (2.3) of Corollary 2.2, in normal coordinates at a given
point xGM, for any p G Null(Ju) and all 1 < / < n v/e have

d
faj&Wi -\Y.V. r(.V). 0

This shows that ||y(jc)|| is a constant function on M. By equation (2.4) we
also know that
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(18) <*<*,,,», *>=0
for all 1 < i < n. We now consider two cases.

Case 1. Suppose there exist a map u$ G Crit(E\ç) and a point xo G M
with dimuo*(TXoM) > 2. Since M' has negative sectional curvature, we
conclude from equation (2.8) considered at the point xq and with u uq that

any p G Null(JUo) satisfies p(xo) 0. Hence, as ||<^(x)|| is a constant function
on M, we conclude that Null(JUo) {0}. On the other hand, Hartman [Ha,
Cor. to Thm. H] showed that uo is the only harmonic map in this homotopy
class. Now Corollary 2.3 proves the claim in this first case.

Case 2. Suppose that for all u G Crit(E\c) we have rank w* < 1

everywhere on M. By Proposition 2.9 below, u can be written as u 7 o g,
where g : M —S1 is smooth and 7: S1 —^ M' is a parametrization of
a closed geodesic proportional to arc length. Rotating the geodesic gives a

1-parameter family us{x) 7(g(x) + s) of harmonic maps homotopic to u,
so that dimT^CnY^I^) > 1. On the other hand, any ip G Null(Ju) satisfies

\\ip\\ — const, and equation (2.8) yields <p(jt) G u*(TxM) for the open dense

set of points x G M where rank 1. Thus we find dimNull(Ju) < 1, so

that the conclusion of the proposition again follows from Corollary 2.3.

To finish the proof of the last proposition, we need the following result

(cf. also assertion (I) in [Ha]).

Proposition 2.9. Assume that u : M —» M is a nonconstant harmonic

map with rankw* < 1 everywhere on M. Then there exist a closed geodesic
in M' with parametrization 7 : S{ —> M' proportional to arc length and a
smooth surjective map g : M —¥ S1 such that u 7 o g.

Proof. Sampson [Sam, Theorem 3] proved that the image of u coincides

with the image of a closed geodesic. There is no problem in defining g when
this geodesic has no self-intersections. In the general case, we fix a degree
1 parametrization 7: S1 —I Mf of the geodesic proportional to arc length.
Note that g can be continuously defined on

Mreg — {x G M I rank dxu 1}

because for points x G Mreg the value u(x) together with the tangent line
dxu(TxM) C Tu(x)M' uniquely determine the parameter s G S1 with
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70) u{x)

j(s) G dxu(TxM).

Clearly, g can also be continuously extended to those v G Msing M \ Mreg

which map to simple points of 7(S1), as there we only have one choice for
g(x). It remains to define g at points xo G Msing for which u(x0) is a crossing

point of the geodesic 7, i.e. there are distinct points s\,... ,Sk in Sf k > 2,

so that

y~l(u(x0)) {s],...,sk} C Sl

Choose disjoint open neighborhoods P[,..., Vk of th e s-, in Sl, and set

Ui (g\M )~l(Vj). As Mreg is open and g\Mreg is continuous, the Uj are

disjoint open sets in M, and if U is a small enough ball in M around j*o, then

the Uj cover UnMreg. According to [Ya], the Hausdorff codimension of Msing

satisfies codim//(Afv/wg) > 2 for any non-constant harmonic map u, so that in

particular U D Mreg is connected by standard dimension theory (cf. [HW]).
This implies that U D Mreg is contained in one of the Uin and so setting
g(x0) Si makes g continuous at xo. Thus we can extend g continuously to
all of M, and as « 70^, u is smooth and 7 is a local diffeomorphism, it
follows that g is smooth as well.

As a final result in this section, we prove that the set of homotopy classes

for which the energy functional is nondegenerate is closed under products in
the following sense.

Proposition 2.10. For i g {1,2}, let M- be manifolds with nonpositive
sectional curvature with dimensions nf and let Q be homotopy classes of
maps from M to M[ such that the restrictions E\q of the energy to

are nondegenerate, where is the smallest integer satisfying N/ >2 + r~F
Then for the homotopy class C — Ci x C2 of maps from M to M[ x M'2

the restriction of the energy functional to is also nondegenerate,

where n is the smallest integer satisfying k > 2 + '7+G+G

Proof. Maps u : M —» M\ x M'2 in are in one-to-one correspondence

with pairs (u\, U2) G FLx FL{^2). A trivial calculation shows that

E(u) E(u\) + E(u2), from which it is clear that

Crit(E\ç) Crit(E\çx x Crit(E^2).
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As u*T(M[ x Mf2) u*TM[ ® u\TM2, any p G Null(Ju) splits as p p\ Tpi
with pi G Null(JUi), and so the claim follows from Corollary 2.3 and

Remark 2.5.

3. Fredholm argument

There is a general setting for studying maps which satisfy some elliptic
systems of partial differential equations. The set of solutions to the equations
can often be expressed as the zero locus of some section in a Hilbert or
Banach bundle over a manifold of maps in a considered class. If this section
is transverse to the zero section of the bundle, the space of solutions is a

manifold. However, for many interesting problems, this section is not transverse

to the zero section, so that the solution set is not as well behaved. In these

cases one wishes to find suitable perturbations of the original elliptic system
for which the solution space still is a manifold of the expected dimension.
Then one is faced with the problem of proving that the essential properties of
the solution set of the generically perturbed equation, such as its cobordism
class, are as independent as possible of the choice of perturbation.

In this paper, our point of view is slightly different, as we are interested in
the solvability of the perturbed harmonic map equations, where the solution
set in the unperturbed case is rather well understood. Nevertheless the methods

outlined above apply. The purpose of this section is to give a self-contained

account of a fairly general argument, which is sufficient for our purposes but

at the same time general enough to be useful in other contexts. In §5 we

verify that the assumptions made here are satisfied in our setting.

Let TL be a Hilbert manifold, possibly with boundary, and B a Banach

manifold without boundary, both of class (J with r > 1. We denote elements

of TL and B by x and y, respectively. Let £ —> TL x B be a Hilbert space
bundle of class Cr, endowed with a connection V. We will use £XJ for the

fibre of the bundle £ above (x,y) G TL x B, and Vns and VBs for the

restrictions of Vs to TTL and TB, respectively, where s: TL x B —* £ is a

section.

Let s'.TLxB —» £ be a Cz-section with 1 < I < r. We say that s has

property (1Z) if

(1Z) ÇVBs)Xry : TyB —» £XJ has a right inverse for all (x,y) G .v~~'(0).

Similarly, we say that the section 5 has the Fredholm property (JT) if
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(Fj) (Vns)XJ: TfH —» £x.y is Fredholm of index i for all (x,y) G FL x B.

A section s with property (Fi) is said to have property (Ö) if the determinant
line bundle

(Ö) Vet(Vns) —» FL x B is a trivial line bundle.

A detailed discussion of the determinant line bundle of a Fredholm bundle map

appears in Appendix A. We record the first implications of these conditions
in

Proposition 3.1. Let s: FL xB —» S be a Cl-section of the Cr -Hilbert

space bundle S with 1 < I < r as above.

1. If s satisfies ÇJZ), then s-1(0) is a Cl -Banach submanifold of fix B with
boundary s~l(0)n(dFL xB), whose tangent space at a point (x,y) G .s_1(0)

is TXiyS-\0) Ker(Vj)^.
2. If in addition, s satisfies (Fi), then the restriction tt: s-1(0) —> B of

the projection of % x B to the second factor is a Fredholm map with
index ir index Vns. Moreover, y G B is a regular value of tt if and

only if (Vns)XJ is onto for all (x, y) G s
1

(0).
3. Under the assumptions of (2), for any regular value y G B of tt and

n\ds-im the set 7T_1(y) C s~](0) is a manifold of class Cl with boundary
7r~l(y) ^ <9s-1(0) and dimension dim7r-1(y) index Vns.

4. If, in addition to the assumptions in (2), the section s satisfies (Ö), then a
choice of trivialization of Uet(Vns) over s-1(0) determines an orientation

of 7T_1(y) for every regular value y G B of it

Proof (1) The existence of a right inverse for (VBs)XJ whenever

(x,y) G s~](0) guarantees that (Vs)XJ, as well as its restriction to TXJ(dPLxB)
for points (x, y) G s-1(0) D (dPL x B), have right inverses. The result now
follows from a standard application of the implicit function theorem (cf. [La]).

(2) We need to show that the differential of tt at any point of a- 1

(0) is

Fredholm of the claimed index. So let (x,y) G s-1(0) be fixed. We first want
to describe TXjS~{(0) more explicitly. Denoting by R: SXJ —» TyB the right
inverse of VBs (here and below we suppress the base point (x,y) from the

notation for the maps involved), we split

TXH H 0

where H Ker and

TyB B®BC,
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where B P((Im Vns)-L), and Bc denotes a closed complement of B. The
latter exists since B is finite dimensional. Now note that Tx,ys~1 (0) Ker Vs
consists of elements (77, £) G TXTL x TyB satisfying

(3.1) Vn$>rj + Vbs-£ 0.

We see that (3.1) has no solution if £ G B \ {0}. On the other hand, writing
77 rjf © 77" and £ £' G £" according to the splittings above, any £" G Pc

determines unique elements 77" G and Gß by

• 77" -P o Vßs • f"

and

-RoP±o VBs • f"

where P: —» lmVns and P^ : £XJ —» (ImV^^)1 are the orthogonal
projections. Hence given (t7/,£//) G //®Pc, the element

(V + 77"(O, £'(£") + £") e x

solves (3.1). Moreover, one can identify BT with a complement of H x {0}
in Txys~1 (0), so that

(3.2) TXJ$-l(0)^H®BC.
Using this identification one reads off the kernel and cokernel of the differential
dir : PX;};^_1(0) —» TyB B ® Bc as

Ker dir H, Coker dir B

By assumption (^), both H KerV^s and B — P((Im V^s)1) are finite
dimensional. Since R : (ImV^^)1 —» P is in fact a linear isomorphism, we
find that B Coker (Vns)XJ and so dir is a Fredholm operator of the same
index as Vns, which was to be proven. Clearly y G B is a regular value of
7T if and only if B {0} for all (v,y) G 7r-1(y), which in turn is equivalent
to (V^.vfv.v being surjective for all (jt,y) G s~l(0).

(3) That 7T_1(y) is a manifold of class Cl with boundary 7r_1(y)nds_1(0)
and tangent space Ker dir is again a standard corollary of the implicit function
theorem. Since we are at a regular value of 7r, the cokernel vanishes and thus
the dimension of the kernel equals the index of the differential drr, which
was computed in (2).

(4) In the proof of (2) we saw that, given any regular value y G B of
7T, we have Ker(V^s)X5}; KerdirXJ and Coker (Vns)XJ {0} for any
(x,y) G 7T_1(y). It then follows from the definition of the determinant line
bundle that
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Vet(Vns)= Amax(Ker Amax(7V *(y)).

Thus a choice of trivialization of the determinant line bundle of Vns gives
rise to an orientation of the manifold ir_1(y).

In a first application of Proposition 3.1, we think of % as the general space
of maps on which we study our system of equations and B as the space of
perturbations. The perturbed equation is then written as s — 0. In this context,
(72) says that we have chosen the perturbations sufficiently general and (J7)

just says that the perturbed systems have a Fredholm linearization. For the

third part of Proposition 3.1 to be useful, we need the additional assumption

('V) 7r: a-
1

(0) —> B is proper.

It ensures in particular that the inverse image 7r~1 (y) of any y G B is compact.
Our next goal is to show that under the assumptions (72), (Tj). (O) and

(V) the oriented cobordism class of the manifold 7r_1(y) depends only on
the path component of B in which the regular value y lies. This means that,

given any two regular values yo and y 1 of tt in the same path component,
we have to construct a compact oriented manifold of dimension i + 1 whose

oriented boundary is given by the difference of the orien ted manifolds 7r_1(yo)

and 7T_1(yi). To this end, we will apply Proposition 3.1 in a slightly different

setting. Namely, let two regular values yo,yi G B of tt be given. As tt is

proper, the set of regular values is open, so that we can find open disks Uo

and U\ containing y0 and y\ and consisting of regular values. We introduce
the product Hilbert manifold 7i 1~L%\0,1] and the Bauach manifold without
boundary

B:={7G C;([0,1], B)I7(0) e 7(1) g [/,}
where 1 < I < r as before. The property that the paths in B need not have

fixed endpoints will turn out to be convenient later. Note that if ^ and yi are

in the same path component of B, then B is non-empty. There is a canonical

map

Ü x B —* nxB
CM, 7) ^ (*>7(0).

We denote by £ —> % x B the pull-back of £ under this map, with
fiber £x,t,y £x,y(t) at the point (v, r, 7) G % x B. It is endowed with a

connection V induced from V. Let s be the pull-back of the section s, i.e.

S(x, 7 7) s(x, 7(0), which is again of class Cl by our choice of B. We

denote by Vns and VBs the restrictions of Vs to Tl~i and TB respectively.
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Finally, we denote the restriction to s !(0) of the projection of PL x B to
B by 7T. The following proposition shows that s inherits various properties
from s.

PROPOSITION 3.2. In the situation described above, properties (7Z), (LFj)

and (Ö) for s imply properties (7Z), (J^+i) and (Ö) for s, respectively.
Property (V) for ir implies property (V) for if.

Proof Fix (x, 77) E H x B and observe that for (//. 0) G TfH x IjO, 1]

we have

(V%4,7 • (77, 0) V4 • r] + 0V4 • 7 G 4,7(0 •

In particular, (VHs)XJ^ is an extension of (S7ns)x^$ in the sense of Lemma
A.l and Corollary A.6, from which it follows that if the section s satisfies

(Ti) (resp. (Ti) and (Ö)), then s satisfies (J^+i) (resp. (Jv+i) and (O)).
Now we turn to the construction of a right inverse. Again fix (x, t, 7) G

S_1(0). As s is assumed to have property (7Z), there exists a right inverse

4,7(t) - £x,T® —+ r7(r)ß Of (Vß7,,-y(0 and we are supposed to construct a

right inverse 4.77 : 4,7(0 —> 4® f°r (^^4,77 • Notice that T7ß consists

of Cl-sections of the pull-back bundle 7*TB 1). As [0,1] is contractible, we

may assume that a trivialization of the form

(3.3) 7*(TB) [0,1] x Tlit)B

has been chosen. Using this trivialization, we identify

7VBSC'([0,1

and define 4,77: 4,7(0 —> T1B as the constant section

(4,77(/i))(4 := 4,7(04) for f G [0,1]

with respect to the trivialization. One easily checks that

4c,77 0 4,77 (/^) (V 4v. 7(7 o 4.7'(/)(/!') P 5

so 4,77 indeed the required inverse.

Finally, it remains to verify that property (7^) for 7r implies property (P)
for 7T. Given a compact subset K C B, the corresponding subset

K := {7(0 I 7 c 4 * E [0,1]} c #

1 This would not be true if # consisted of paths with fixed endpoints.
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is also compact. So, using the assumption that ir is proper, we conclude that

7T-\K) C TL x B and therefore also its projection K onto TL are compact.
Hence

%-\K) cfx[0,l]xf
is a closed subset of a compact set, which proves the claim.

Remark 3.3. In the proof we have seen that Vns is an extension of
V^s. Hence, according to Corollary A.6, we need to fix a trivialization for

r[0, 1] in order to identify trivializations of Vet(Vns) and Vet(S7ns). We

choose it to be the standard one given by ^.

We are now ready to state the main result of this section :

Theorem 3.4. Suppose TL is a Hilbert manifold and B is a pathconnected
Banach manifold, both of class Cr (r > I) and without boundary, and suppose
that S —x TLx B is a Cr -Hilbert space bundle. Assume that s \ % x B —x 8

is a Cl-section (1 < I < r) such that assumptions (RjflFi) and ('P) are

satisfied. Then the following statements are true :

1. The inverse image s-1(0) C TL x B is a Cl -Banach submanifold without

boundary.

2. The inverse image 7r_1(y) of any regular value y of the projection map
7r: s-1(0) —x B is a closed Cl-manifold of dimension i index Vns.

3. The cobordism class of 7T-1(y) is independent of the choice of the regular
value y G B.

4. Suppose in addition that s satisfies (Ö) and that some trivialization of
Vet(Vns) over s-1(0) has been fixed. Then the manifold 7r_1(y) is oriented

and its oriented cobordism class D is independent of the choice of the

regular value y G B.

Proof. Parts (1) and (2) of the statement were already proved in Proposition
3.1. To prove (3), let yo^Ti C B be two regular values of tt, and choose open
disk neighborhoods Uq and U\ consisting of regular values as above. Our first
claim is that the preimages of any two points y,/ in Uq are cobordant (and

similarly for U\ To see this, connect y and y' by a differentiable, embedded

path 7: [0,1] —x I/o. As I/o consists of regular values for 7r only, one can

see directly that 7r-1(7([0, 1])) is diffeomorphic to the product 7r-1(y) x [0, 1],

so statements (3) and (4) are true for all pairs of points y, / G I/o-
Due to this observation it is sufficient to produce a cobordism between

the preimages under 7r of some points y G I/o and y' G U\. Here we use
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the construction of the manifold B as above and combine Proposition 3.2

with Proposition 3.1 to see that any common regular value 7 G B of 7r and

7T\ ds~l(0) gives rise to a compact oriented manifold 7r_1(7) with boundary

7T_
1

(7) H <9?-1(0)> of dimension i + 1 and class Cl. The existence of a

common regular value 7 of tt and
| aà -1 (0) is guaranteed by property (P)

for 7T (which by Proposition 3.2 follows from our assumption of property

(P) for 7r), since together with the Sard-Smale Theorem it implies that the

sets of regular values of n and 7T\d~s-^(0) are open and dense. We claim that
7T~~1 (7) is a cobordism between tt-1(7(0)) and 7r_1(7(l)).

To prove this claim, recall first that Proposition 3.1 shows that the boundary

of 7r_1(7) is given by

07r_1(7) tt-1(7) n (dH x B).

As H has no boundary, dH H x <9[0,1] is given as a disjoint union

of H x {0} and H x {1}. Observe also that the canonical map identifies

H x {t} x {7} C H x B with H x {7(0} C H x B. Putting things together,

we see that the boundary of 7r_1(7) is canonically identified as

tt-'Ct)n d(H x s"'(0) n (hx{0} x {7} x {1} x {7})

^ s-'(0) n (hx(7(0)}y n X {7(1)})

7T-1(7(0)) I I 7T_1(7(1))

Finally, to prove (4), we need to consider orientations. Proposition 3.1(4)

asserts that the trivialization of Vet(Vns) gives rise to an orientation of
7r_1(y) for any regular value y G B. Now consider the path 7 between

regular values y G Uo and y' G U\ constructed in the proof of (3) above. We

claim that under the additional assumption in (4), 7r~l(7) is in fact an oriented

cobordism between the oriented manifolds 7r-1(y) and 7r_1(y/). Recall that

by Proposition 3.2 the bundle Vet(Vns) over 5_1(0) inherits a trivialization

from those of Vet(Vns) and T[0, 1], which in turn gives rise to an orientation

of 7r_1(7)- The latter induces an orientation on 97t_1(7) m the usual way,

meaning that a positively oriented basis for the boundary is one which by

adding an outward normal vector in the last slot turns into a positively oriented

basis according to the given orientation.

Notice that the projection of

7f_1 (7) {(-M; 7) I (X, 7(f)) 5-'(0)}

to [0,1] is a submersion near t — 0 and t — 1, as 7 maps neighborhoods

of the boundary of [0,1] into the open sets Uq and U\ consisting of regular
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values for it. It follows that we can identify the normal direction to the

boundary of 7r~l(y) with the ^-direction via this projection. Now at the

right end, t 1, is an outward pointing normal, so by Remark 3.3
the orientation for n-1(/) as a boundary piece of tt~'x(^) agrees with its
orientation coming from the trivialization of Vet(Vns). Conversely, at the left
end, t 0, §-t is an inward pointing normal, so the orientation for 7r-1(j)
as a boundary piece of 7T~x(y) is opposite to its orientation coming from the
trivialization of Vet(Vns). In other words, we see that, as oriented manifolds,

d7T~l(~f) 7r-1(/) - 7T~1(y),

which was to be proven.

COROLLARY 3.5. If under the assumptions of Theorem 3.4 the cobordism
class D is nontrivial, then tr~x(y) 0 for all y G B.

Proof. The assertion is true for the dense set of regular values of ir.
If y G B is arbitrary, let yf —» y be a sequence of regular values and

m, G 7r_1(yz) a sequence of preimages. As {yz} U {y} is compact and ir is

proper, a subsequence of the raz converges to some m G 7r-1(y).

The following example serves to illustrate the results of this section in a

very simple case.

Example 3.6. Let Pi be a finite-dimensional, closed, not necessarily
orientable Riemannian manifold, and let B be the space of vector fields on
PL (of some prescribed Sobolev class which is inessential here). We denote
the pull back of TPL over PL x B by S. The bundle £ admits the tautological
section a: PL x B —8 given by

a(x, V) := V(x) G £XiV TXPL

It is easy to see that a satisfies all the assumptions of Theorem 3.4. The

map (VBa)Xiv is obviously surjective, so we can always find a right inverse,
which means that a has property (Pi). As (Vncr)XjV (VF)X is the ordinary
covariant derivative of the vector field V, which is a linear endomorphism of
the finite dimensional vector space TXPL, it is clearly Fredholm of index 0,
so a has property (Tq). Property (V) for a follows from the compactness
of PL. Finally, PL x B has PL x {0} as a deformation retract, and we have,
canonically,

Vet(Vna)]nx{0}A mmT®hmmTU
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where R denotes the trivial line bundle over U x {0} and the bundle

isomorphism uses the inner product. Thus a also satisfies condition (O).
To fix a trivialization, we define a section /jq: Ux {0} —» Vet(Vncr)\<Hx{Q}

by setting

/io(Jc) « (ex A • • • A en) 0 (el A • • • A en) G AmaxTxU 0 Amax7^

which is clearly independent of the choice of the orthonormal basis {e\,..., en}

of TXU and varies smoothly with x eU.
Notice that V G B is a regular value for the projection

7r: cj~1 (0) —> B

if and only if the vector field V is transverse to the zero section of T7i.
This is equivalent to the fact that (W)x is a linear isomorphism of TXU

whenever V(x) 0. According to Theorem 3.4, a choice of trivialization of
Vet(VH<j) gives rise to an orientation of the 0-dimensional manifold V-1(0),
i.e. an element sgnx G {±1} for each x G V-1(0)- As should be expected,
the equality

(3.4) ^ sgnx \('H)
.i-ev-'(O)

holds, where xW) is the Euler characteristic of 7i.
To prove equation (3.4), one has to understand continuous sections of the

determinant line bundle. As we point out in Corollary A.6, the determinant

line bundle of a family of Fredholm maps is canonically isomorphic to that of

any Fredholm extension defined on the direct sum of the original bundle with

some oriented finite-dimensional bundle T. In the case at hand, we choose

JF T7i ® T7i (which is canonically oriented even when 71 is not orientable)
and extend the map

V Vna: TU —» TU

to a surjective Fredholm bundle map

V : T7l ® (TTi ® TU) TU

(v, v', v") I—> Vv — v

Note that this is just a version of Example A.7 depending on the additional

parameter x G U. In particular, we may consider the section

H'.UxB —Vet(\7ncr)

constructed by extension of the above fio as in that example. Then, according

to equation (A.8) of Example A.7, for any vector field V transverse to the

zero section and any zero v G U of V we have
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ßxX det((V^<j)XiV)l ® 1 det((W)jr)l ® 1.

As sgnx is defined to be the sign of the coefficient of 1 <g> 1 in this formula,
we see that it agrees with the index of the vector field V at the isolated zero
v G H. Now (3.4) follows from the Poincaré-Hopf Theorem. In the context
of this example, Corollary 3.5 expresses the familiar fact that on a manifold
with non-zero Euler characteristic every vector field has at least one zero.

4. Counting formula

In this section, we continue to develop our general framework in the

particular case of a Fredholm section of index 0. Then, under the assumptions
of Theorem 3.4, the inverse image of a regular value of the projection map
7r: s-1(0) —» B is an oriented zero-dimensional manifold, whose oriented
cobordism class D was proven to be independent of the regular value.
Recall that integration of the constant function 1 identifies the set of oriented
cobordism classes of oriented 0-dimensional manifolds with Z, so we will
think of D as an integer.

To state our result we need to introduce the notion of a section of gradient
type. As in the previous section, we start with the Hilbert space bundle
£ —> H x B over the product of the Hilbert manifold H with the Banach
manifold B. We now further assume that we are given another Hilbert bundle
£' —> H so that for any xiEW we have the scale of Hilbert spaces

(4-1) TxU ^ £Xib ^ £fx

where b G B is some given point. Furthermore assume TXT~L is dense in £'x

for any x G H. Extending the inner product (•, •)' in Sx to a dual pairing
(•,•) between TXH, (TxT~Ly and Sx^ (£Xlb)m one obtains the scale of Hilbert
spaces

(4.2) s;x (Cr (£,/>)* ^ (Txny.

In particular, Tx7i <-a (£x^y densely.
We say that the section s(-,b): 7i —» £\ux{b} ls of gradient type with

respect to the Hilbert scales (4.1) if there exists a C4 functional C\ % —> R
such that for any v G ?i, the differential dxC\ TXH —> R extends to a

bounded linear functional grad* C : {£X^T —> R, so that

gradx C s(x, b) Vv G T~L.
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Moreover, we say that the critical set

C Crit(C) :={xeFL\ dxC 0}

of C is nondegenerate if C is a closed (so in particular finite dimensional)
C2 —manifold so that, for any ig C, zero is isolated in the spectrum of the
Hessian VdxC\ TXFL —> £x^ and we have

(4.3) Ker VdxC TXC Coker VdxC

This definition is modelled on the corresponding nondegeneracy condition for
the energy functional in §2. We remark that if a section s(-,b): FL —» E\ux{b}
is of gradient type for some functional C with nondegenerate critical set, then

Vet(VHs) lCx{b}Amax7 <g> A

which is canonically trivial. If the section s'.FLxB —y £ satisfies condition
(O) of §3, i.e. Vet(Vns) —y FLxB is trivial, we will refer to the trivialization
whose restriction to C x {b} coincides with the above canonical one as the

preferred trivialization of Vet(Vns).
Our goal in this section is to prove

THEOREM 4.1. Suppose FL is a Hilbert manifold and B is a pathconnected
Banach manifold, both of class Cr (r > 3) and without boundary, and suppose
that £ —I HxB is a Cr -Hilbert space bundle. Assume that s'.HxB —> £
is a Cl-section (3 < I < r) satisfying assumptions (7£), (J-b), (Ö) and {V)
of §3. Further assume that for some b e B, the restriction of s to FLx{b} is

of gradient type with respect to the scale ofHilbert bundles TFL £ib <—y £',
i.e. s(x,b) gradXC where C: FL —> R is a C1^1 -functional whose critical
set Crit{C) consists of a nondegenerate minimum.

Then the oriented cobordism class D G Z of the inverse image of a

regular value of ir: .s~1 (0) —> B with respect to the preferred trivialization
of Vet(Vns) is given by the Euler characteristic of Crit(£), i.e.

(4.4) D x(Crit(Q).

The proof of Theorem 4.1 is based on ideas from [CMS], where a vastly
more general statement is proven. As the situation at hand is much more
elementary, we prefer to give a shorter, more direct argument. As a first step

we show

Lemma 4.2. Under the assumptions of Theorem 4.1, there exist a

neighborhood U of Crit(C) and a C2 -family of perturbations Ct : FL —> R

of C, 0 < t < 15 with gradient gradxCt: TXFL —> £x^ such that
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1. Ct — C outside U for all t G [0,1] ;

2. for t < 1/2, we /zave Ct C ;

3. Crit(Ct) is compact for all t G [0,1], arcd CnY(A) consists of finitely
many Morse critical points of finite index ;

4. for any x G Crit(C) and t G [0,1], Vgrad£ and Vgrad Ct agree on
TxCrit(jC)^ C TfH, where the orthogonal complement is taken with respect
to the inner product on TXH.

Proof Denote by tt : z/ —» Crit(C) the normal bundle of Crit(C) C

whose fiber at x G Crit(C) is given by TxCrit{C)-L C TXH. Following Meyer's

argument in [Me] for the C°°-case, under our conditions one finds an open

neighborhood U D Crit(C) and a C2 parametrization p : z/(5) —>• U of U by
a S -neighborhood u(S) of the zero section in u, such that in these coordinates

on U the functional C has the form

C(<p(v)) C(Crit(CIMI2.

Then, as in the finite-dimensional situation, one may pick a smooth Morse
function /: Crit(jC) —> R and consider the functional

X£(v) C{v) + ep(\\v\\) -f(7r(v)),

where p: R —> [0,1] is a bump function which is equal to 1 for t < 8/4
and equal to zero for t > 8/2, so that À£ agrees with C outside U. Note
also that, when restricted to the 8/4 -ball in the fiber of v over some point
x G Crit(C), C and À£ differ only by a constant.

For all e > 0 sufficiently small, the functional À£ has a finite number

of Morse critical points, located on Crit(C) and corresponding to the critical

points of f. The index of such a critical point equals its index as a critical

point for /. The family Ct is constructed by reparametrizing the line between

£ C0 and C\ Ae for a fixed, sufficiently small e > 0.

Now we fix a regular value y G B of tt and a C2 path 7 : [-1,0] —>B
with 7(— 1) y and 7 (t)b for —1/2 < < 0. We define the C2 family
{«Sf}/e[_i5i] of Fredholm sections St \ PL —> S by

(4.5) S,(x) :=
J ^(x, 7(0) for — 1 < t < 0

[grad£? for 0 < t < 1,

where Ct is the family of functional constructed in Lemma 4.2. We will
denote S± \ by S±. By the property (V) for the section s (see the assumption
in Theorem 4.1), <5v-1(0) is compact for any — 1 < t < 0 whereas for
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0 < t < 1, srl(0) is compact by part (3) of Lemma 4.2. As y is a

regular value of 7r, «SZ^O) is a compact, oriented 0-dimensional manifold.
The same is true by construction for <S^!(0). As <Sr_1(0) C 50_1(0) for
all t > 0, the preferred trivialization of the determinant line bundle of
Vus over EL x B induces a trivialization of Vet(VSt) over Sf1 (0) for any
— 1 < t < 1 which in turn induces together with the standard trivialization of
the tangent space T[— 1,1] a trivialization of Vet(VS), again referred to as

the preferred trivialization. In particular, S+^O) inherits an orientation from
this trivialization of Vet(VSt).

Lemma 4.3. In the above situation, the oriented cobordism class Ü of
tS+HO) is given by the Euler characteristic of Crit{C),

D' x(Crit{C)).

Proof As for any 0 < t < ls 5r-1(0) C £0-1(0) Crit(C) =: C, it is

enough to restrict our attention to what happens on this set in order to
understand the orientation of Sf1 (0). Recall that C: EL —» R is assumed to
have a nondegenerate minimum, which implies that

TC Ker (V<So)|c - Coker(V50)|c •

Part (4) of Lemma 4.2 asserts that for x £ C and 0 < t < 1, (VSt)x differs
from (V<So)x only on TXC, where it is given by a suitable multiple of the
covariant derivative of the gradient of the Morse function / : C —> R used in
the proof of Lemma 4.2. Thus we are back in a finite dimensional situation
and we may argue as in Example 3.6 to see that

D' YL s8n(det<V grad /)) ^ indp(/) \(C).
p£Crit(f) pECritif)

Note that, alternatively, the family St : % —» £ of Fredholm sections of
index 0 may be viewed as a Fredholm section S : EL x [—1,1] —> £ of index
1. As V<S is an extension of VSt in the sense of Corollary A.6, we see

that the canonical trivialization of the tangent bundle T[— 1,1] of the interval
[—1,1] gives rise to an isomorphism Vet(VSt) VetÇVS).

In view of Lemma 4.3, to show Theorem 4.1 it remains to prove that the
oriented manifolds <SZl(0) and Sf1^) are orientedly cobordant. To this end,

we first construct, following [CMS], a so called finite-dimensional reduction
of the problem. A standard finite-dimensional transversality argument will then

yield the required cobordism.
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Lemma 4.4. Let T: FL x [— 1,1] —x £ be a Fredholm section such that

T~l(0) cMx[-l,l] is compact. Then there exist a positive integer N G N
and a bundle map

r: R" —>£,

where RN —is the trivial bundle, such that

(4.6) £Xit Im (VT)Isf + Im TXit

whenever (x, t) G T~1 (0).

Proof. Let (x0,fa) £ T_1(0) be given. As (VT)Xo,/0 is Fredholm,
its cokernel is finite-dimensional. Hence there exist some positive integer

L L(xo, to) and a map 0: RL —> £XOyto such that

£X0éb Im(VT),0,r0 + Im0.

Given a small neighborhood U C 7/ x [—1,1] of (x),fo)> we may use a

trivialization of £|W to extend 0 to a family of maps 0^ : RL —> £xj with
(x, t) G U. As the set of surjective Fredholm operators is open, we may shrink

U in such a way that

£Xit Im (VT)%| + Im0I;?

for all (x, t) G U. By compactness, we find finitely many of these open sets

{U\,..., Ur} that cover T~] (0). Set R^ RLl © • • • © RLr. Using a partition
of unity {pt} we may construct the required map T: RN —> £ as

r

L,/(w) L ftP,
1=1

where prt : R^ —> RL/ is the obvious projection.

Applying Lemma 4.4 to our Fredholm section S : FL x [—1,1] —x £
defined in (4.5), we obtain a finite dimensional oriented Hilbert space R^

and the family of maps VXJ. Following [CMS, Prop. 7.7], for Ö > 0 and any

neighborhood U C FL x [-1,1] of <S-1(0) we consider the set

H H(U, (5) := {(x, t,v)eUx RN \ S(x, 0 r^p), ||p|| < (5}

and the map a : H —> R^ given by cr(x, f, p) p.
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LEMMA 4.5. With the notation just described, for a sufficiently small

neighbourhood U. of <S-1(0) and a sufficiently small 8 > 0,

1. H is an (N + 1)-dimensional manifold with boundary dH d-HUd+H,
where d±H is contained in fi x {±i} x KN, respectively,

2. the preferred trivialization of Vet(VS) - see the definition before Lemma

4.3 - gives rise to an orientation of H, and

3. 5_1(0) x {0} (j~1 (0).
4. <j\qh is transverse to zero.

5. The 0-dimensional compact manifold a|^(0), with the orientation in¬

duced from those of dH and R^, is orientedly dijfeomorphic to

Sf\0)U-SZl(0).

Proof. To prove (1), note that H is the zero set of the section S — T of the

bundle £ —» PL x [— 1,1] x As on the boundary of PL x [— 1,1] the section

S itself is transverse to zero, we can choose U and 8 small enough so that

the restriction of S - T to (14 x B(0, (5)) n (PI x {±1}) x RN is also transverse

to zero, which proves (1) for boundary points of H. Furthermore, T was

constructed to make S — T transverse to the zero section on <S-1(0) x {0},
so by the compactness of <S_1(0), for sufficiently small U and (5, the section

S — r is transverse to the zero section for all (x, t,v) eU x B(0, 5). It follows

that, with this choice of U and 8, H is a manifold of dimension equal to
the Fredhom index of S — T, which is N + 1, and (1) is proven.

As V(<S — is an extension of V<SXi?, we see from Corollary A.6
that Vet(V(S — r))|// Vet(VS)\h• For points in (,S — r)-1(0) the cokernel

of V(S — T) is trivial and the kernel equals the tangent space of H, so that

assertion (2) follows. Part (3) is a direct consequence of the definitions.

To prove (4), it is enough to show injectivity of d(j\mi, because

dim dH N. Note first that for p (x, ±1,0) G dH we have

TpdH {(p, w)GTun x Rn I (VS±)x(<p) rx>±1(«;)}

As d(cr\®ti)p(p,w) w, we see that

(4.7) Kerala*), {(tp, 0) G TpdH} Ker(VS±)X x {0}

But as S± are Fredholm sections of index 0 which are transverse to zero,
Ker(V<S±)x 0, hence Kerd(a\dn)P is trivial for all p G cr_1(0), and (4) is

proven.
Now (5) follows from (2), (3) and (4) and the use of the standard

trivialization of the tangent bundle T[— 1,1] in the isomorphism of VetÇVSt)
and Vet(VS).
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The last statement of Lemma 4.5 shows, together with the preceeding
discussion, that in order to prove Theorem 4.1 it suffices to show that <t|^(0)
is orientedly nullcobordant. This is a consequence of the following standard
finite-dimensional transversality statement applied to a :

LEMMA 4.6. Let K be a possibly noncompact (N+r)-dimensional oriented
manifold with boundary and let r: K —y RN be a dijferentiable map. Suppose
that t\qK is transverse to 0, and that r_1(0) is compact. Then there is a

perturbation r' : K —y of r such that

1. t' t in a neighborhood of dK.
2. t' '(0) is compact.
3. t' is transverse to 0.

It follows that t' ](0) is an r-dimensional compact oriented submanifold of
K with d{r'~\0)) t'\qK(0) r|ö^(0). In particular, t|^(0) is orientedly
nullcobordant.

Sketch of Proof. As r_1(0) is compact and t\qK .is transverse to 0, the

set of points in K where r is not transverse to 0 admits an open neighborhood
whose closure is compact and does not intersect dK. It is sufficient to perturb r
on this neighborhood. The map r' is then obtained by standard arguments.

5. Application to perturbations of the harmonic map equation

We want to apply the abstract procedure of the previous two sections

to study the perturbed harmonic map equation. Returning to the setup of
§2, we fix a homotopy class of maps between M and M and study
the space TL{^+2) of maps in this homotopy class of Sobolev class /^+2,
where k > 2 + We let S(k) —s nf+2) x T{k) denote the Cz-Hilbert

space bundle (2 < I < k — ^L) with fibre £{uk)r Hk(iTTMf) at a point
(u,F) G /H^+2) x T{k). Note that the bundle has a natural connection V
induced from the Levi-Civita connection of M. The map

(5.1) («, F) I—y OF(u) O(m, F) r(u(x)) + F(x, uQt))

defines a section of this bundle of class Cl, where 2 < I < k— as above.

Note that the moduli space M(k) of solutions to the perturbed harmonic map

equation in this homotopy class can be expressed as O_1(0). The next
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three lemmas verify the basic assumptions made in the Fredholm argument
of section 3 for our specific section O.

First we compute the restriction (V^O)^ : TFT{k) —» £(uk)F of the

covariant derivative (VO)M?jp, evaluated at F\ G TFlF{k) T{k), as

^ OO, (F + eFx )(x, u{x))) - O(w, F(x, w(x)))
(W 0)M7jP-/u(X) lim

£ ^0 £

Fi(x, u(x)).

Now it is easy to show

LEMMA 5.1. Under the assumptions stated above, the restriction (V^O)UyF

of the covariant derivative (VO)M^ to TFJ-7{k) has a right inverse for
all (u,F) e Hf+2) x In particular, the section O of satisfies
condition (7Z).

Proof For fixed (w, F) G 77^+2) x we are supposed to construct a

bounded linear map R : Hk(u*TM') —I T{k) such that o Rfip) — (p

for all (p G Hk(u*TM'). In light of the above computation this means that we
need R(p)(x, u(x)) p{x) for all p G Hk(u*TM') and all x G M.

As k > r^Y~, u is continuous. Hence there are finite coverings {Q/}i</</v
and {Qj} l <j<N of M and M' by open charts such that for all 1 < j < N the

image u(Qj) is compactly contained in Qj. Here Qy is allowed to be empty.
We may further assume that the restriction of TM* to Qj has been trivialized

by a smooth map pp. TMjö, —» Qj x Rn for each 1 < j < N. Denote by

Pj the composition of pj followed by the projection onto R" We choose a

smooth partition of unity {Xj}\<j<N subordinate to {Qj}\<j<N and smooth

cut-off functions {x'j}i<j<N on M' with

u(Qj)C {x'j1} and supp c Q].

Now define bounded linear maps Kj : Hk(u*TM') —» T(k) by

RjipXx^y) I Xj(x)x'j(y)Pj \y,Pj(ip(x)))forG x gj
lo otherwise.

Notice in particular that Rj(p)(x, u(x)) xj(pc)p(x). The required right inverse

R\ Hk(u*TMf) —f JT(A) is then given by

N

R(<p)(x,y):= y: Rj(<p)(x, y).
j= i
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Lemma 5.2. Under the assumptions stated at the beginning of this section,
the restriction (VnQ>)up of the covariant derivative (VO)Wvp to is

a continuous family of Fredholm operators of index 0 on x T(k).
In particular, the section O of Ssatisfies condition UFo).

Proof Let (u,F) G 7-^+2) x T^ be given. Using the description (2.2)
in Lemma 2.1 for the covariant derivative of r, we compute the covariant
derivative as

(5.2) +
where £ G Hk+2(u*TM') and VnF • £ denotes the covariant derivative of F
along u in the direction £. Thus (Vn<E>)up is a lower order perturbation of
the selfadjoint elliptic operator Ju. It follows that (V^O)Wvp is a Fredholm

operator of index 0.

Lemma 5.3. Under the assumptions stated at the beginning of this

section, the determinant line bundle Vet(Vn<$>) over ?^+2) x T(k) admits a
canonical trivialization. In particular, the section O of S(k), when restricted
to FL{^2) x Tik), satisfies condition (O).

Proof From Lemma 5.2 and Theorem A.5 we know that the determinant
line bundle Vet(VH<$>) is well-defined on all of 7^^+2) x T{1^. By [ES] the

heat flow gives rise to a deformation retract of F0k+T> xT{® to Crit(E\c) x {0}.
At points (w, 0) G Crit(E\ç) x {0}, the operator V^O equals the nonnegative
self adjoint operator Ju (compare (5.2) above). Hence, for every t > 0,
Ju + tl : H2(u*TMf) —y i?(u*TMr) is a positive selfadjoint linear isomorphism
and so in particular Fredholm. Thus the family {Ju}ueCrit(E\c) of Fredholm

operators is homotopic to the family {Ju + l}uecrit(E\c) of bijective selfadjoint
Fredholm operators, whose determinant line bundle is canonically trivial.

Remark 5.4. If the restriction of the energy functional to pék+T) has a

nondegenerate minimum, then the trivialization of Lemma 5.3 agrees with the

preferred trivialization introduced in §4.

Following the outline of §3, we introduce the projection map

7T EE 7rc,t: Mf ®_1(0) —> J*k).

We know from [KKS1] (cf. Theorem 1.2 (1) in the introduction) that ir is

proper. Combining this fact with Lemmas 5.1 through 5.3 and Theorem 3.4,

we arrive at



COUNTING SOLUTIONS 77

Theorem 5.5. Let be a homotopy class of maps between closed
Riemannian manifolds M and M', where M' has nonpositive sectional
curvature. Then for any k > 2 + (n + n')/2 the following statements hold:
1. The moduli space is a Cl -Hilbert submanifold of ?^+2) x T{k)

without boundary for any 0 < / < k - (n + n')/2 and so the projection
Ti'.Mf—>T{k)isCl.

2. The set ir~x{F) of solutions of the perturbed harmonic map equation (1.1)
is a compact O-dimensional manifold, i.e. a finite set of points, for any
regular value F G T{k) of n.

3. The restriction of the determinant line bundle Vet(Vn<£>) to %j?+2) x J-

is canonically trivial.
4. Assume in addition that some trivialization of the restriction of the

determinant line bundle Vet(VnO) to M*f has been chosen. Then the

preimage tt~l(F) of any regular value F of n is oriented, and its oriented
cobordism class is independent of the choice of the regular value F.

Note that elliptic regularity implies that any regular value F G J^k) of
is also a regular value for for all kf < k. In particular, Dc Dkc

is independent of k. So together with Corollary 3.5 we have proven the first
part of Theorem 1.1. Furthermore, assuming that E\^ has a nondegenerate
minimum, the section O of £(k) satishes the assumptions of Theorem 4.1 and

we obtain

THEOREM 5.6. If the assumptions of Theorem 5.5 hold and the restriction
F|^ of the energy functional has a nondegenerate minimum, then for the
canonical trivialization of Vet(VnO) we have

Dç x(Crit(E\c)).

We briefly comment on the results for the general case of equation (1.2)
where G/0. Here we consider the section

(w, F, G) I ¥ ^(w, F, G) ~ t(u(x)) + F(x, u(xj) + w*(G(v, u(x)j)

of the bundle £{k) —» with fibre E{^F G Hk(u*TMf). The
right inverse R for (V^O)^ constructed in Lemma 5.1, when considered as a

map into x {0} c Tk x Qk, is obviously a right inverse for (Vjrx^vF)M
Similarly, as Q^ is contractible, the same argument as in Lemma 5.3 shows
that the determinant line bundle Vet(Vnx¥) is trivial over 7/^+2) x IF{k) x Q^.
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Combining this with the obvious generalization of Lemma 5.2, we thus find

that in the general case conditions ÇJZ), (Eo) and (O) hold as well.

Finally condition (V) is true by Theorem 1.2 (2) (for c sufficiently small).

Thus the version of Theorem 5.5, stated in the second part of Theorem 1.1

holds.

A. Determinant line bundles

In this appendix, we present a construction of the determinant line bundle

associated to a family of Fredholm operators. Our exposition is partially based

on the corresponding appendix in [Sal].

Let A : E\ —>- E2 be a Fredholm operator between Hilbert spaces. We can

identify the dual of the cokernel (CokerA)* (E2/ImA)* with the orthogonal

complement (ImA)^ of the image using the inner product. The determinant

Vet(A) of the operator A is the 1-dimensional real vector space defined by

Vet(A) : AmaxKer A 0 Amax(Coker A)*

AmaxKerA ® Amax(ImA)J-,

where for any finite dimensional vector space E we use the abbreviation

Amax£ for the top exterior product AdimEE. The first expression is the standard

definition for Fredholm maps between Banach spaces, but in our Hilbert space

context we will always work with the second interpretation.

Let denote the TV-dimensional Hilbert space with the standard

Euclidean inner product and the standard orientation. Recall that an orientation

of the finite dimensional vector space E is given by a choice of a linear

isomorphism AmaxE R.
We say that a linear map A : E\ 0 R^ —» E2 is an extension of the linear

map A: E\ —> E2 if A|£lX(0} A. As a first observation we have

Lemma A.l.
1. Let A: E\ —» E2 be a Fredholm map of index k. Then any extension

A: E\© Rn—> £2 is again Eredholm and of index k + N.
2. For A and A as in (1), Vet(A) and Vet(A) are canonically isomorphic.

Proof (1) As Im A C ImA and dimKerA < dimKerA + TV we see that

A is Fredholm. The statement about the index is seen by writing A=Aoi
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where l: Ex —» Ex ©R^ is the standard embedding with Fredholm index —N
and using the additivity of the index under composition.

(2) As KerA C KerA and (ImA)^ c (ImA)-1", we have splittings

(A.l) KerA ^ KerA © KerA n (KerÄ)1-

(A.2) (Im A)1- ^ (Im A)1- © (Im A)1* n Im A

where the orthogonal complement in (A.l) is taken in Ex ©R^. Note that the
orthogonal projection P: E\ © —> R^ gives rise to an isomorphism

(A.3) KerA n (KerA)x ** P(KerA).

Denoting by Q: ImA —» (Im A)1- DimA the orthogonal projection, we claim
that

(A.4) 0 — P(Ker Ä)—RN (ImA)x n Im À —». 0

is a short exact sequence. Clearly, Q o A|r<*' is onto. On the other hand,
Q(A(0, v))— is equivalent to A(0, v) Aie) for some e G £) and so
(-e,v)e KerA. This in turn means that v G F(KerÂ), and so exactness

also follows. Observing that for finite dimensional Hilbert spaces there are
canonical isomorphisms

A mmE©AmaxT =* Amax(£ ©

and

Amax£ © Amax£ S R,
we combine equations (A.l) through (A.4) to obtain the canonical isomorphism

Vet(Ä)£ Vet(À)©
AmaxKer A© A^^lmÀ)1 © Amax((ImA)-L D ImÂ) © AmaxE(KerA)

=* AmaxKer A © AmaxP(KerÀ) © Amax(Irn A)x © AmaxP(KerA)

(A.5) ^ Vet(A).

The following example serves to illustrate the isomorphism (A.5).

Example A.2. Let E\ £'2 £ be a finite dimensional Hilbert space
and let Rw := E©Ebethe canonically oriented sum of two copies of E.
Given a linear map T : E —> E,define

f:£©Rw —» E
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Note that T is onto, so that Vet(T) AmaxKer T. Given an orthonormal

basis {e\,..., ek} of Ker T and an orthonormal basis {fx,... Jk] of (Im T)x,
the element

(A.6) ii ex A • • • A ek 0/i A • • • Afk

spans Vet(T). Choosing any orthonormal basis {fk+\,. •.,/«} of Im J, there

are unique elements hk+11.. •, hn G (Ker T)x with

Thi —fu k+1 <l<n.
Then we claim that the isomorphism (A.5) is realized by mapping fi G Vet(T)

to

k n n
_

(A.7) ß/\(eh0,0)A /\ h,Jh0)A /\(0,0 G

1=1 l=k+\ j= 1

First observe that the assignment /jl Jl gives rise to a linear map which

is independent of the choice of orthonormal bases {e}}\</<£ and {fj}\<j<n-
If {e'^xack and {fj}\<j<n are two other orthonormal bases for KerT and

E respectively, such that {fj}x<j<k is a basis of (Iml)1, then there are

orthogonal transformations a : Ker T —» Ker T and ß : E —» E with

a{ed e\, ß(f)

Note that ß preserves the splitting E Im T ® (Im T)x. We conclude that

n' — det(a)det(/?|(Imr)x)/i

and

Ji det(a) det(/3|im t) det(/3) Jl,

so the claimed independence follows since det(/3) det(/3|im 7-) det(/?|(Im

and all three take values in {±1}.
To compare our construction of the assigment fi i-A Jl with the isomorphism

(A.5), first note that in this example

P(Kerf) Imf © E C E 0 E R*

Hence for a given fi as in (A.6), the choice of orthonormal basis {fk+\3 • •. ,/,?}

of Im T corresponds to fixing the respresentative

n n n n

A °)A AM0 A 0) A A(0-^
l=k+1 j= 1 /=&+1 A= 1
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for the canonical generator of AmaxP(Ker f)(g>AmaxP(Ker T). The passage from
(Z/,0) to (hiji, 0) realizes the identification of P(KerP) with Ker TD (Ker T)1-

as in (A.3). Because T is surjective, we have (Im T)1- (ImP^nlmP, and

the identification

Amax(Im T)1- 0 AmaxP(Ker T) ^ AmaxRN

corresponding to the splitting (A.4), is realized by lifting the generator
f\ A • • • A fk of Amax(Im T)1- to the generator (f\,Q) A ••• A (fk, 0) of

Amax(P(KerP))1. By wedging with /\ (fh 0) A G AmaxP(KerP)
l=k+1 7=1

this gives a representative of the canonical generator of AmaxR^, and our
discussion of Example A.2 is complete.

Now let S\ —> X and £2 —> X be continuous Hilbert space bundles over
some Hausdorff topological space X, and let A: S\ —» £2 be a Fredholm
bundle map inducing the identity on X, i.e. a continuous family of Fredholm

maps Ax: £\jX —> £2,*- If dim Ker Ax is constant or, equivalently, dim(ImAx)±
is constant, we will say the bundle map has constant rank. This terminology is

motivated by the finite-dimensional case. For constant rank Fredholm bundle

maps, we denote by Ker A. and (Im.4.)^ the corresponding finite-dimensional
vector bundles over X.

A constant rank extension of the Fredholm bundle map A: £\ —> £2 is

a constant rank bundle map A : £\ 0 T —> £2, defined on the direct sum
of £\ with a finite-dimensional oriented vector bundle T over X, such that

A\sx — A. Often one chooses T — R^, the trivial bundle over X with fiber
R^ and with the standard orientation.

Femma A.3. Let A: £\ —> £2 be a Fredholm bundle map between

Hilbert space bundles over some base space X, and let x G A be any point.
Then there is a neighborhood Ux C X of x and some N > 0 such that A\ux
admits a constant rank extension A: £\\ux 0 R^ —> ^2\ux-

Proof. Let V C X be a neighborhood of x G X such that both bundles

are trivialized over V, i.e. £{\v V x £^x for i G {1,2}. As Ax'. £\,x —> £2,x

is Fredholm, we can choose a basis w\..... of (Im Ax)^ and define a

map A: V x £^x x R^ —> V x £2yX by

N N

Vyi TL aie^:=Ayvy + •

;= 1 j= 1
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By construction, Ax A(x, - •) is surjective. As Ay depends continuously on

y and the set of surjective linear maps is open, there is a whole neighborhood

Ux C V of x such that Ay is surjective for y e Ux. The family A\ux of
Fredholm operators has constant index, and hence, since it is surjective, it has

constant rank.

Lemma A.4. Let A\ : £\ 0 R^1 —» £2 and Ä2 : £\ 0 E^2 —* £2 be

constant rank extensions of A: £\ —> £2 defined on subsets U\ and U2 of
X, respectively. Then on the intersection U\ fl U2 we have a canonical bundle

isomorphism

AmaxKer Ä\<S>A^IrnÀG AmaxKer„42 ® Amax(Im^2)±

Proof. Denote by A the common extension ©R^' ©R^2 —> £2

of A\ and A2 on U\ H U2, which in general needs noi: be of constant rank.

However, given any point v G U\ fl U2, by Lemma A.3 there exists a constant
rank extension A of A in a neighborhood Ux of x. As A extends both A\
and A2, we can use part (2) of Lemma A. 1 to conclude that, pointwise and

hence everywhere on Ux, we have canonical isomorphisms

AmaxKer^i © Amax(Im^41)_L ^ AmaxKer.4cg> Amax(Im IG
^ AmaxKer^2 0 Amax(Im^2)"L-

As x G If n U2 was arbitrary, this proves the claim.

We are now in a position to formulate

Theorem A.5. Let A: £\ —> £2 be a Fredholm bundle map between

Hilbert space bundles over some base space X. Then there is a well-defined line
bundle over X, called the determinant line bundle Vet(A), whose restriction
to any open subset U C X where A has a constant rank extension A is

given as

Vet(A)\v AmaxKer^4 © A^CIm^)1.

Proof Consider the collection {*4/}/G/ of all local constant rank extensions

Ai : £\ © —> £2 of A, each defined over some open subset U\ C X.
By Lemma A.3, the collection of open subsets U-t covers all of X, and by
Lemma A.4 the local determinant bundles are compatible on overlaps. Thus

they define a global line bundle.

The following fact is apparent from the definitions.
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COROLLARY A.6. Let A: £\ —» £2 be an extension of the Fredholm
bundle map A: £\ —> 62, where T is a finite-dimensional oriented vector
bundle over X. Then the orientation of T gives rise to a canonical
isomorphism

Vet(A) Vet(A).

Proof The pointwise isomorphism of Lemma A. 1 is canonical and thus

gives rise to a global canonical isomorphism.

Example A.7. Given a finite dimensional Hilbert space E, we consider
the trivial E-bundle £ L(E,E) x E —» L(E,E) over the space of linear
automorphisms of E with the tautological bundle map T : £ —» £, which
on the fiber £T E over T G L(E,E) is given by 7t(w) T(w).

As L(E, E) is contractible, we conclude that the line bundle Vet(T) is trivial.

For use in Example 3.6, we want to construct an explicit trivialization. To
this end, we consider the canonically oriented bundle E £ © £ —> L(E, E)
and the extension

f: £®E —>£

of T, which acts on the fibre over T by TT(wfwf ,w")) T(w) — w'. Note
that this is just the family of maps T considered individually in Example A.2.
For T — 0 we have

VetO 0)AmaxKer %®Amax(Im75)J- Amax£ ® Amax£,

and so any orthonormal basis {ei,...,enjofE gives rise to the canonical
n n

generator po A ei 0 A ej Vet(To). As explained in Example A.2, the
i=l ./= 1

element po G Vet(%) is mapped to the generator
n n

Mo « 0,0) A /\(0,0, ej) G Vetôo)
i=1 j= 1

under the isomorphism (A.5) identifying Vet(T) and Vet(T). Observe that

po can be continuously extended to a trivialization of T>et(T) by setting
n n

ÏÏt — Teil A A<0' e
1=1 y=i

To see which element pT G Vet(Tr) this corresponds to under the

isomorphism (A.5), we observe that pT is independent of the chosen
orthonormal basis. Hence we may arrange things so that {e\,...,e/c} span
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KerT. Then, using the orthonormal basis {/i,... Jn} of E and the elements

{hk+1,..., hn} G (KerT)x as in Example A.2, we see that

k n n

JiT — /\(<?i?0.0) A f\ (<?/,7h/,0)A A<0,0,%)
*=1 /=*+! .7=1

k n n

c-/\(eh0,0)A /\ 0) A /\(0,0,/s),
/= I ?•-/;+1 v= I

where

c det((7ehfr)lr=k+i) det
In particular, k 0 in the above formula whenever T is invertible, so that

the expression then simplifies to c — det(T).
To recapitulate the above, we have shown that there is a natural trivialization

of Vet(T) determined by the canonical generator of Vet(%), which when

evaluated at an invertible map T G L(£, E) corresponds to the element

(A.8) (iT det(T) 1 0 1 G Vet(Tr) •

This explains the name determinant line bundle for the bundle Vet(T) and

concludes our discussion of Example A.7.
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