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Boundary Curves of the Double Spectral Functions
in the Mandelstam Representation1)

by G. Rasche
Institut für Theoretische Physik der Universität Zürich

and W. S. Woolcock
Research School of Physical Sciences, The Australian National University, Canberra

(15. XL 69)

Summary. The boundary curves of the double spectral functions in the Mandelstam representation

for the invariant amplitudes of a two-particle ->- two-particle collision process are evaluated
for a number of hadronic processes. Use is made only of elastic unitarity and of 'extended' unitarity
and a general formula is given which applies to any case where an anomalous threshold is absent.
It is shown that subtractions in the Mandelstam representation do not alter the boundary curves.

1. Introduction

It is well known that the double spectral functions in the Mandelstam representation

for the invariant scattering amplitudes of a two-particle-^two-particle collision
process do not begin to differ from zero at the square of the total mass of the two-
particle state, of lowest possible total mass, with the internal quantum numbers of the
appropriate channel. The region in which a double spectral function is non-zero is not
rectangular; in general, unitarity restricts it to a smaller region bounded by curves
asymptotic to the squares of the lowest masses just mentioned. These boundary
curves have been calculated for n n -> nn using elastic unitarity [1] and for n N -> n N
using 'extended' unitarity as well [2]. In these cases the possibility of subtractions
being needed in the Mandelstam representation was not considered.

The boundary curves of the double spectral functions for N N ->N N have been
calculated by using the obvious box diagram of fourth order [3]. From a practical
point of view, this is sufficient. However, we believe that it is desirable to see how
such boundary curves (and indeed those for any binary collision process) can be
obtained by using only elastic unitarity and 'extended' unitarity, without recourse to
diagrams. The purpose of this paper is to obtain in just this way a general formula for
boundary curves of double'spectral functions which applies to any binary collision
when no anomalous threshold is present. We shall verify that boundary curves are
unaltered if subtractions are required in the Mandelstam representation and we shall
use our general formula to obtain boundary curves for several important hadronic

x) This work was supported in part by a grant from the Office of Aerospace Research (European
Office) US Air Force under Contract No. EOAR 64-62 and by the Schweizerische Nationalfonds.



180 G. Rasche and W. S. Woolcock H. P. A.

processes. These boundary curves are often needed in the study of strong interaction
processes by means of partial wave dispersion relations, to determine when the
absorptive part on an unphysical cut can be calculated by means of a partial wave
expansion. The boundary curves also need to be known if one wishes to obtain the
double spectral functions from the absorptive parts of the scattering amplitude.
Exploratory work in this direction has been done, for example, by Martin [4].

Throughout the paper we do not consider the inclusion of spin or isospin. This
simplification will not affect the calculation of the boundary curves. We know [5] that
for binary collisions involving non-zero mass particles with spin it is possible to
obtain invariant amplitudes free from kinematic singularities, for which the Mandelstam

representation may be expected to hold. The unitarity condition for each

amplitude of definite isospin will then be much more complicated than in the spinless
case, even for the simple case of (spinO + spin1/8 -> spinO 4- spin1/^. For this case,
the necessary algebra is given explicitly by Mandelstam [1]. What emerges, even for
the general case, is that in each term on the right side of the unitarity relation, there
is an integral to be evaluated of the type

ff [polynomial function of (n ¦ ri) and (n ¦ n)]
// diJ- - — ^r- — — —- — —,JJ (r's - n-n') (r2-n- n)

whereas in the spinless case without subtractions the polynomial function is just
unity. This means that the complexities introduced by spin can be handled exactly
like those which come from subtractions, which we shall consider in Section 3. As we
shall see, the boundary curves are not altered.

Though isospin is not included, we shall require it to be conserved. This means,
for example, that A is not possible as an intermediate state for the process nA —>7iA.
We shall use other conservation laws as well. Thus an intermediate (3 ri) state is not
possible for the process n n -> n n because of G-parity conservation and 27 is not a
possible intermediate state for K N -> K N because of strangeness conservation.

The plan of the paper is as follows. There are sufficient preliminaries concerning
the Mandelstam representation, fixed variable dispersion relations and unitarity for
it to be desirable to collect them together in Section 2. In Section 3 we consider the

process n n -> ti ji. Although this can be found in [1, 2], we consider in detail the
effect of subtractions in the fixed variable dispersion relations which are fed into the
unitarity relation.

In Section 4 we discuss what is meant by 'extended' unitarity and give a general
formula for the boundary curves. It is not difficult to explain what 'extended'
unitarity is; it is much more difficult to give the conditions under which it may be

expected to hold true. These are precisely the conditions for the absence of anomalous
thresholds. We are not going to discuss anomalous thresholds in this paper; this
requires detailed analysis of fourth order 'box' diagrams [6], or delicate arguments
involving analytic continuation (an outline of this method of approach is given by
Barut [7]). We shall derive our general formula in Section 4 on the assumption that
no anomalous thresholds are present. This will hold true for the special processes to be
discussed in Section 5, namely, n N -*n N, n K ->jt K, nA-^nA, K N -» K N
and N N -> N N. An appendix shows how to evaluate, using real variable methods
only, the basic integral involved in calculating the boundary curves.
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2. Mandelstam representation. Unitarity
Consider the four spinless particles A, B, C, D with antiparticles A, B, C, D.

To avoid annoying subscripts, without producing any confusion, we shall also denote
the masses of these particles by A, B, C, D. In the special processes of Section 5 we
shall also use the same letter for the particle and its mass, except for the pion, whose

mass will be denoted by pi. We label the processes below as follows:

1. AB-+CD,
2. AC->DB,
3. AD->BC.

To avoid the very slight complication of identical particles in the initial or final state
of any of these processes, we assume that A, B, C and D are all different.

For process 1, let the four-momenta of the particles in some inertial frame be

Pa, Pb, Pc, Pd and define the invariants

(Pa + Pb)2 =~(Pc + Pd

>cY=~(Pd-Pb.
>>b

ti=-(PA-pc)2=~(Pn-pB'2
"i=-(Pa-Pd)2=-(Pc-Pe'2

Then (sx + tx + ux) (A2 + B2 + C2 + D2) 27, say. The process may also be

characterised by its total energy Wx and scattering angle 6X in the centre-of-momentum
system (CMS). 6X is the angle between pA and pc which satisfies 0 y dx ^ n. If qx

is the magnitude of the three-momentum of either A or B and q'x is the magnitude of
the three-momentum of either C or D in the CMS, then

Wx )jA2~+~ti + f& + A fc^+^'F + fD^+~q[\
sx =W\,
tx Äl+C2-2 j/,42 + q\ ]/c2 + q[2 + 2qxq'x cos 6X

\z-\sx-l2(A*- B2) (C2 - D2) y1 + 2qxq'x cos6x (1)

A2 + D2-2 ^A2 + q\ )JD2 + q'2 - 2 qx q'x cos6x

\ Z - \ «i +
2

(A* - ß2) (C2 - D2) s^ - 2 ?i ?I cos0i • W

The physical process corresponds to sx y max{(^4 + B)2, (C + D)2}, | cos Oil < 1.

In the same way we may define kinematical invariants for the other processes
as follows. For process 2,

s2 =-(PaAPcY=-(Pb + Pd)2,

k =-(Pa-Pd)2=~(Pb-Pc)2,
u2 - (Pa - Pb)2 ~(Pd- Pc)2 ',
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for process 3,

s3 =-(Pa + H? - (Pb + PcY

h =-(Pa-Pb)2- ~ (Pc ~ Pd)2

u3 - (Pa -Pc)2- '-(Pb-Pd)2

G. Rasche and W. S. Woolcock H. P. A.

As before, (s2 + t2 + u2) (s3 + t3 + u3) 27. We may define quantities W, 6, q, q'
for each process and write equations exactly like (1), (2) with 1 replaced by 2 or 3.

With plane wave states normalised so that <p'|p> <5<8) (p' — p) we define
the Lorentz invariant scattering amplitude Fx(sx, tx) in terms of the S-operator by

<PcPd\ (S->) \PaPb>

-t(2 ri)~2ô^ (pc + pD-pA- pB) i (EA EB Ec ED)-W Fx(sx, tx) (3)

Exactly similar definitions may be given of F2(s2, t2) and F3(ss, t3).

If nx, n[ are unit vectors in the directions of pA, pc respectively in the CMS,
then the differential cross-section for scattering into the differential of solid angle
<iQ„; is

do q'x \Tx(sx,tx(sx,nx-n'x))\^
dün^ qx 64 ri2 sx

For the other channels, simply replace 1 by 2 or 3.

Suppose that for process 1 a two-particle intermediate state (EF) is possible. Then,
dropping the subscript 1, the contribution of this state to Im FAB^CD(s, t(s, n ¦ n'))
in the unitarity relation is

ImF%FiCI)(s,t(s,n-n'))

- éri^w\\dQ~n T*^^{S't{s' "' • ÏÏ)) Tab-^ef(s, n n). (5)

If the states (AB) and (CD) are different, then time-reversal invariance is needed

to write

0 ¦ itab^cd(s, t(s, n ¦ "')) - F*D^AB(s, t(s, n ¦ ft'))]
2.1

=- lm Tab^cd(s, t(s, " • "')) •

qEF is the magnitude of the three-momentum of either E or F in the CMS,
corresponding to total energy W s1/a, and n is an arbitrary unit vector. The integration
is thus over the whole surface of the unit sphere.

Writing subscripts again we see that we have introduced three invariant amplitudes

Tj(s;, tj) for i 1, 2, 3 and given in equation (4) the relation between these

amplitudes and experimental differential cross-sections. We now formulate the
Mandelstam hypothesis by postulating an analytic function F(zx, z2, z3) of three
complex variables zx, z2, z3, which is defined (and regular) except when any one of the
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z. is real and satisfies 27,- ^ z, < oo and except for isolated simple poles which will
appear below. The first assumption about F is that it has the representation

F(zx,z2,z3) F(ZX, Z2, Z3)

+ ZZ\ml)-1 DT F(ZX, Z2, Z3) (z, - Z,)"
i l m--=0

+ E Z Z>! nl)-1 DT DJ F(Zx, Z2, Z,) (x, - ZAm (*, - *,)"
(ij) m l n 1

-(12,23,31)
3 "i (z. _ 7,)N R

j_ y» y y'j ^i) ¦"¦im

t-1 m=l (^im ^i) \Z{ Zim)

oo

-i-(z,-Zt)» f do,

\éï n J (Ot-z^Oi-Zif

m 0

+ y (zf - Z,)« (z, - ZAN

iii)
-(12,23,31)

1 ]>

Jf

do{dolQk(o,,o})
J J (ot- Zt) (or, - «,) («7, - Z{)N (Oj - Z N

51

(6)

In (6), (i j k) is always a cyclic permutation of (1, 2, 3). N is a. non-negative integer;
if N 0 only the pole terms and the three double integral terms appear. The functions
fim(o{) and gim(oj) (i 1, 2, 3 and m 0, 1, (N — 1)) and the three double
spectral functions Qk(oit o}) are assumed real-valued. The real numbers zim are the

squares of the masses of single particles with the same internal quantum numbers as

the initial and final states of process i; the residues Rim at these simple poles of F are
assumed real. The real numbers 27; are the squares of the total masses of the two-
particle states, of lowest possible total mass, with the same internal quantum numbers
as the initial and final states of process i. For all hadronic processes, (Zx + 272 + 273) > 27

and it is convenient to take the coordinates of the subtraction point as

Z,-=il+ 2-27,- - If.-~£,
3 3 ' 3 ' 3 k

The Z{ will then be real and (Zx + Z2+ Z3) 27, (Sx — Zx) (272 — Z2) (273 — Z3).
With the further assumptions that F and its partial derivatives which appear in
equation (6) are all real at (Zx, Z2, Z3), it follows that F has the reflection property

F(z*,z*,z*) F*(zx,z2,z3)

Our subtracted form of the Mandelstam representation in (6) agrees with that of
Cheung [8], except for his omission of the third term involving the mixed partial
derivatives of F; this term is clearly necessary.
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The second assumption about F is that the physical invariant amplitudes
^(Sj, t{(sit cosOj)) are the boundary values of F according to the following exact
prescription :

Fx(sx, tx(sx, cosdx)) lira F(sx + f, tx(sx, cos6x), ux(sx, cos6x))

ImC> 0

F2(s2, t2(s2, cos02)) lim F(u2(s2, cos02), s2 + C, h(si< cosd2))

ImC>0
T3(s3, ^(h, cose3)) lim F(t3(s3, cos03), u3(s3, cos03), s3 + Ç) (7)

ImC >0

For this prescription to be meaningful, we must require that

max {tx(sx, cosdx) j (sx, 6X) physical}

be less than the square of the mass of the state, of lowest possible total mass, with the

same internal quantum numbers as AC, together with five similar conditions which
can readily be written down. These conditions are satisfied for the hadronic processes
of interest to us.

We have assumed that the limits in (7) exist; for this it is sufficient to assume
that the functions fim, gim and the double spectral functions satisfy Lipschitz conditions.

In the work of this section and the next we shall carry out a number of such
mathematical procedures and we shall assume that conditions are imposed which
justify them. For example, the assumption that the integrals in (6) are absolutely
convergent allows the use of Fubini's theorem to invert the order of integration in
several places. But we shall not write out a set of conditions in full detail as it would
be tedious and of little value.

For sx real and Ex < sx < oo, define the function Fx(sx, z2, z3) by the limiting
process

Tx(sx,z2,z3) lim F(sx + f, z2, z3) (8)
c-*o

Im C > 0

and similarly for the functions F2(zx, s2, z3) and F3(zx, z2, s3). We shall write the limit
on the right side of (8) as F(sx + z2, z3) and the limit from below as F(sx—, z2, z3).

Whenever one of the variables approaches a cut, we shall use this notation. Define
further

1

Ax(sltz2, z3) - [F(sx +, z2, z3) - F(sx -, z2, z3)]
2 i

-ZUi„Mi) (zz- Z*)m A glm(sx) (z3- Z3
m -0

z2 - Z2) / da2Q3(sx, o2)

n J (o-2 - z2) (a2 — Z. \N
2/

do3j2(a3, sx)
(9)

Similar definitions may be given for A2(zx, s2, z3) and A3(zx, z2, s3).
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After a substantial amount of manipulation one can deduce from the Mandelstam
representation (6) three fixed variable dispersion relations, of which we write one:

2.V-2
F(zt ,z2,E-zx-z2) JT <f,m(zx) (z2 - Z2)m

m-0

yi \z2 z-2/ -"-2/;

p-1 (Z2/> — Z2) (Z2 — Z2p)

l)2^-1 (zx + z2-Zx- ZJ*»-1 R<

+z p

Z3)2N~l (E-zxp-1 ^3/7 ~~ *3i \^ *1 ^2 ^3/)/
oo

2 - Z2)2A ~x /" dcr2 ^42(z1( cr2, 27 - zx - a2)

n J (o2 - z2) (a2 - Z2)2S 1

+ (-1)2^ (zx + Z2-zx-z2r-^
71

oo

/* ^o-3^3(^,27-cr3-^,cr3)
J "(ff, + zx + z2- E)(o3 - Z3)2N~i

The functions <f>m(zx) have a cut along the real axis from 27j to + oo, and^zj includes
the pole terms in (6) for i 1. Now take zx onto the cut [Ex, oo) from above to obtain

2V-2
Fx(sx, z2,E-sx- z2) JT <f>m(si +) (z2 - ZAm + (pole terms)

m 0
oo

\2V-1z2 - Z2)2X l j do2A2(sx + ,a2,E - sx- a2
~

n J " (A^~z2) (o2 - Z2)2^

- I)2""1 (Sl + z2-Zx- Z2)2»-i
+

71

x / -r-3 ^ ¦

^ ^? "VZ-T ¦ wdaa A3(sx + E — sx — o3, o3

(o3 + sx + z2 - E) (o3 - Z3

Equation (11) is valid except when 22is real and272 <^2 < oo, — oo<z2 < (27— E3 — sx),

22 z2p (P 1» 2, m2) or z2 (27 — sx — z3p) (p 1,2, ,n3). Finally, taking z2

real, z2 x2, and using (11), we have
2V-2

Im Fx(sx, x2,E- sx- x2) 2J Im cf)m(sx +) (x2 - Z2)m

(*2~ Z2)2N x f do2Q3(sx,a2)

1

("1):

71

2.V-1

J (cr2 - x2) (o2 - Z2)2N 1

(sx + x2 Zx Z2)-"

00

r
y / -

71

do3Q2(o3,sx)

V (cr3

z>
+ «1 + x2-E) (0-3 - Z3)2N-'

¦ (12)
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Here we have assumed that x2 is not a singular point of Fx and we have used the
relations

Im A2 (sx +,o2, E - sx- o2) q3(sx, o2),

Im A3 (sj 4-, 27 — sx — o3 Qi(o3, sx)

these follow from the definitions of ^42 and ^43 which are analogous to equation (9).

It is equations (11) and (12), together with the unitarity relation (5), which we shall
use in order to obtain the boundaries of the double spectral functions.

3. The Process nn^-nn. Subtractions

We assume that A — C and B D and that all four particles have the same mass

pi. We work exclusively in channel 1 and omit the subscript 1 for convenience. For the

process jc ti -> ti ti the only possible intermediate state for 4 pi2 < s < 16 pi2 is the
state (AB). Writing T for FAB^AB, the elastic unitarity relation is, from (5),

Im F (s, t(s, n ¦ ri))

32 ri2 W
dQ- F*(s, t(ri ¦ n)) F(s, t(n ¦ n)) (13)

If the particles A and B are identical, the factor 32 is replaced by 64. The kinematic
relations are

W 2ljfF + q2,s W2

t(s, n ¦ n') -2 q2 (I - n ¦ ri)
u(s, n ¦ ri) — 2 q2 (1 + n ¦ ri)

Inserting equations (11) and (12), in their unsubtracted form, into (13), we have

4/i2

do2 g3(s, a2)

(a2 + 2q2~2q}n-ri)
1 do3Q2(o3,s)

(o3 + 2 q2 + 2 q2 n '¦ ri)
i^

32 ti2W
dQ-

ifi2

do'2 A%(s +, o'2, 4 ft2 — s —

(<T2 +~2 q2 - 2q2 ri ¦ n)

+
do'3A*(s+,4fi2 o,, a..

(a'n + 2q2 + 2 q2 ri ¦ ri)
4 li-

i f dal Ai(s +• o2, 4fF-s- al)
n J (al + 2q2-2q2n-n)

in*

da'lA3(s+,4pi2
(a'l + 2q2 + 2q2n-n)

iti'

(14)
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The right side of (14) is the sum of four integrals. We assume that repeated integrals
may be written as double integrals and that the order of integration can be inverted
to give, for the first of the four terms on the right side, the expression

128 n4 qa W
/ do'., do'l At(s +, al, 4 /F — s - a'2

4/t2 4fx&

x A2(s+,al,4pi2-s-al)
dQ-z

where t2' 1 + alJ2 q2, x'2=l + a'.A2 q2, so that t2 > 1, t2 > 1. This brings us to the
standard integral

diFz

(r9 — n • n) (t., — n ¦ n)—-, r" > 1,t' > 1, (15)

the integration being over the whole surface of the unit sphere.
The integral / is shown in the Appendix to be

I 4n
du

(u-n- ri) [(« - t2 t2')2 - (t22 - 1) (rl2 - l)]1'2
»0

where

«0 T2 T,' 4" (T22 - I)«* (ff - I)1'2.

Now put
2 q2 u (o2 + 2 q2)

and express t2 t2' in terms of a'„, al to give

/ 16 n qs
do,

(a2 + 2q2-2q2n.ri)[g(s,a2,a'2,alW2
'

where

g(s,a.,,al,al) (s-4fi2)
x (al + a'/ + a'l2 — 2 o2 a'2 — 2 a% a'l — 2 a'2 cr2) - 4 a2a'2 a'l

/<,„;.<) - k + <) + AS.+ [„;„-(2+ A.) (2 + ^)]"*.
The first of the four terms on the right side of (14) has now been expressed in the form

oo oo

- ]

8 tzs s1'2

4 fi2 4 /tz

dal da'l A*(s +, a'2, 4 pi2 — s - a'2) A2(s +, al, 4 ft2 — s - a'l)

da,

t{s,<i'z,°l)
(a2 + 2q2-2q2n- ri) [g(s, a2,a'2, al)] 1/2
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Now for fixed ai, (resp. a'l) it is clear that f(s,a'2, a'l) is a monotonie increasing function
of a'l (resp. a'2). Thus the smallest value of ct2 appearing in the above integral is

»
8«4 / 2m2\ 16m2s

<ß(s) 8pt2 + ^- + 4fF 2 + -; £---.
q2 \ q2 / (s - 4 fi2)

Thus, reversing the order of integration, we obtain finally the integral
oo

1 f da2 F(s, a2)

"ti J (ct2 + 2 q2 - iq^n- ri) '

<p(s)

with

F(s, a2) - S^s1'2
/T da!2 da'l A* (s +,a'2,4 pi2 - s - a'2) A2 (s +, a'l, 4 pi2 - s - a'l)

X JJ ~ [g(s,o2,o',o'l)]^
~ ""'

D(s,a,)
where

D(s,a2) {(al,al) \f(s,a'2,a'l) < <*} ¦

The evaluation of the other three integrals on the right side of (14) proceeds in
exactly the same way. One replaces n by — n, or ri by — ri, or both. The result is then

oo oo

f da2 q3(s, o~) f da3Q2(o3,s)

J (o2 + 2q2 -2q2n-ri) J (o3 + 2 q2 + 2 q2 n ¦ ri)
4Ju2 4 fj}

da2 F3(s, o.) C da3F2(a3,s)
(a2 + 2q2 -2q2n-ri) J (a3 +2 q2 + 2 q2 n ¦ ri)

(16)

#(») <K')

where

- 1
FJS, On)sy 2' 8 ri2 s1'2

x // d£ dr] [A* (s +, 4fF - s - |) A2 (s+t7],4pi2-s- rj)

D{s,a,)

+ A* (s+,4fi2-s-i, |) A3 (s +, 4 fi2 - s - r], ri)]

FJ,o,,s)

[g(s,o2,Ly)]112

l

8 ri2 s1'2

x // d£ dr] [A* (s +, f, 4 fi2 - s - £) A3 (s +, 4 fF - s - r\, r>)

D(s,a3)

+ A* (s+,4pi2 -s-f, I) A2 (s -h ?y4 fi2^ s-n)]
~

[g(s, 03, I, 77)]1'2
'"" (17)
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and

D(s,o) {(S,r)) |/(s.f. !?)<<;}.
Equation (16) will hold for 4,a2 < s < 16 fi2, and for — 1 < (n • ri) < 1. But it is

clear that each side of (16) defines an analytic function of z n ¦ ri which is regular
except for the obvious cuts on the real axis. From the principle of analytic continuation
(see, for example, (9.4.3) of Dieudonné [9]) it follows that these functions are equal at
all regular points z. Then a slight extension of a theorem in Widder [10] (see Theorem
5b, Chapter VIII) shows that, almost everywhere (and thus everywhere under the
mild assumption of continuity of the q's and F's),

Qs(si> sa) ^s(si. sz) - s2 > 4/*2, q2(s3, sx) F2(s3, sx) s3 > 4 fF (18)

in each case for 4 fi2 < sx < 16/F. But since, by (17), F2(s3, sx) (resp. F3(sx, s-)) is

zero for s3 < </>(sx) (resp. s2 < <f>(sx)), we have obtained the boundary curves of
{?2(s3> si) and Qs(si, s2) f°r 4 pi2 < sx < 16 pt2, namely

16 iF sx 64 u*
s2 ors3 =y ^-\ 16 pt2 + £—. (19)

(s, - 4 fF) (sx - 4 fF)

The other boundaries for titi -^titi are obvious; all three processes are identical.
Our second job in this section is to demonstrate that substitution of the subtracted

relations (11) and (12) (that is, with N > 1) into (13) does not alter the boundary
curves (19). We show, too, that the relations given by equations (17), (18) are not
changed. Write m (2 N — 1). It is convenient to shift the subtraction point in each

integral in (11). Noting that

(a -I- y)m am "^,1 (a 4- y)t> oLm-'>~1

(ß + y)m (ß - y) ßm (ß -y) + 7h (ß + y)p+1 ßm~p

and putting a 2 q2 n • n', ß — (<x2 + 2 q2), y — 2 q2 — 4 ^2/3, we have

m — l
F(s, t(s, n ¦ n')) £y>p(s) (n ¦ ri)"

p-o
OO

da2 A 2 (s -f, a2, 4 fi2 — s — 02)(2 q2)m (n ¦ rir 1

71

4

J

(- 2q2)m (n ¦ rir

(a2 + 2q2-2q2n- ri) (a2 + 2 q2

da3 A3 (s +, 4 /F
TT. J (o3+2q2 + 2q2n-ri) (o. + 2 q2)m

iß*
The modified version of equation (12) is clear. These modified equations are then to be

substituted into (13). On the right side there are four double integrals of which the
first is

OÛ OO

/ do'2 do". A* (s +,o',,4[F-s- o'2) A2 (s +, a'l, 4 fi2 - s - a'lj)
128 tF q% W J J

iß* iß2

ÇC dQ-(n ¦ n')m (n ¦ n

(x'2-n- ri) (F!, -n-ri) x'2mFlm
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Instead of the standard integral (15) we have a subtracted form which we evaluate
as follows.

Note first that

_(n-ri)- 1_ my, (n ¦ ri)»
(t2 - n ¦ ri) x',m

~
(t2 - ïî -ri), fa "

F,p+1 ' '

Then there are various terms to consider:

(i) The standard integral / of equation (15), which we subtract again to give

I =16 n q3(2 q2)m (n ¦ ri)m

f do2
'

(a2 + 2q2-2q2n- ri) (a2 + 2 q2)m [g(s, o2,o',, o^')]1'2
/(s,<, O

m-1 f do.
-r 16 nq3}J (2 q2)P(n-ny I .12

p o J (o2 + 2q2)f + 1[g(s,a2,ol,al)]^2

(ii) Terms of the form

ff dü-(n ¦ n'yh-rl-^jj^^-L,p 0,...,(m-l).
Taking n as polar axis and putting n ¦ ri x, n ¦ n pt, we have

1 2.T

I„ FF"'1 I dpi (F.I - pt)-1 j d<f> [(1 - x2)1'2 (1 - fF)1'2 cos(f> + x FF ¦

-1 0

The binomial expansion gives a polynomial of degree p in cos^; only even powers of
cos^ä contribute on integration, so that

i
{pin r

if=z<p> $ r'fp~x o - x2)q xP~2q / d<u t1 - ^y f1"'''" « -^r1 •

q-Ct J
-1

where (pj2) pj2 for even p, (p — l)/2 for odd p. Thus Ip is a polynomial in x of degree
p whose coefficients are functions of r2 and t2. The same is true of the integral

T ,,-p-i ff dQ-(n-n)P
Jp ^2 // -,-, —--,., p 0, ,(m-l)JJ K - n ¦ n')

(iii) Terms of the form

Ip,t <~p~l rr'1 [fdû- (n ¦ n)* (n ¦ ri)",
with p 0, 1, (m — 1), q — 0, 1, (m — 1). Expand each power in a series of
Legendre polynomials and use the relation

JJdQ- Pt(n ¦ n) P,(n ¦ ri)
4*

ôu, P,(n ¦ ri)

We see then that Ipq 0 for (p — q) odd, while Ip>q is a polynomial in (n • ri) of
degree min{p, q) for (p — q) even. The coefficients are clearly functions of F„, t2.
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The final result we have obtained is

ff di^(n ¦ nY(n • n)" "U1
// -= — / gAs, o,, o,) (n ¦ n yJJ (rl-n- ri) (FI -nn) F2m t2"» faëpK

|16îi q3(2 q)m (n ¦ n')m
oo

/ do.

J (a2 + 2q2-2q2n- ri) (a, + 2 q2)"- [g(s, a2,o',, <)]1/2
/(s, <fv o

Now the integral in the second term is, apart from a factor,

OG

f du
I(s, a,, a, n ¦ n — —- - ' J (u - n ¦ ri) (u - m,,)1'2 (u - ux)W um

Mg
OO

f dv
— u~m~ I - —0 J (v-n- n'jun) (v - %/m-o)1'2 (v -1)w vm

'

i
where

11 * f2t'1 ± (F22 - ly*(Fl2- iy<*

Hence for u0 large the integral behaves like uam l. It thus has exactly the correct
behaviour for the integral

oo

I da'2da'lA* (s+,a'2,4 fF - s — a'2) A, (s +,o'l, 4 fF- s -a'l) I(s,o'2,o'l,n ¦ ri)

to converge and for the order of integration to be reversed again. This means, too,
that the integral

00

j do'2 da'l A* (s +, o'2, 4 ft2 - s - al) A2 (s +, al, 4 pi2 - s - a!()

4"!4"! im-\ \

x (Zgp(s,o'2,ol)(n-n')f\
\p=o I

converges for —1 < (n ¦ ri) < +1, and thus that each of the integrals

oo oo

/ fdol da'l At (s +,o',,4fF- s- al) A, (s +, al,4 ,F - s - o'A gp(s, a'2, al),
4 /i* 4 fi2

with p — 0, 1, (m — 1), is convergent.
Evaluation of each of the other three double integrals proceeds in the same way.

There are other terms on the right side of the unitarity relation, but they involve
integrals already considered. There are terms of the form

JdQ- f*(s) %(s) (n ¦ ri)" (n ¦ ri)", p, q 0,1, (m - 1)
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From (iii) above, these terms, when summed over p and q, give a polynomial in
(n ¦ ri) of degree (m— 1), whose coefficients are functions of s. Finally there are the
terms (omitting a factor)

oo

f /7 (n ¦ n'F (n ¦ n)m
f*(s) / do'. A, (s +, a,, 4 p2 - s - al) // dQ-

(xL — n ¦ n) x','
4//!

and

(n ¦ n)'" (n ¦ n f
wAs) / da', A*(s +, a',,4 iF - s - a',) // dQ-

p J - " - JJ (x'.z - n ¦ tï) x:r
in2

p 0, 1, (m— 1). Use of equation (20) gives terms already dealt with in (ii) and

(iii) above. Each of the above terms is thus a polynomial in (n ¦ ri) of degree p, whose
coefficients are functions of s.

This completes the discussion of the right side of the unitarity relation and it is clear
that the expressions for o2(s3, sx) and g3(sx, s2) in terms of A2 and ^43, as given in (17)
and (18), are unchanged by the presence of subtractions in the Mandelstam representation.

In particular, the boundary curves of q2 and o3 given in (19) are unaltered.

4. General Formula for Boundary Curves. Extended Unitarity
We turn now to obtaining a general formula for the boundary curves of the

double spectral functions in the Mandelstam representation for the processes 1, 2, 3

of Section 2. For this we look again at equation (5), namely,

Im TfUcois, t(s, n ¦ ri))

^Jffi;2 // dQ" T*d^ef(s, t(s, n ¦ ri)) FAB^BF(s, t(s, n-n))

All the scattering amplitudes appearing in this equation are accessible to actual
experimental measurement if and only if

s > max {(A + B)2, (C + D)2, (E + F)2};

in this case we have the usual unitarity relation, which has a physical interpretation
in terms of probability conservation.

Suppose, however, that (77 4- F) is less than at least one of the numbers (A + B),
(C + D) and that

(E + F)2 <s < max {(A + B)2, (C + D)2}

Then at least one of the processes ^473 -> EF, CD -> EF is no longer physical.
However, equipped with the Mandelstam hypothesis, a formal extension of equation
(5) to this case can be written in the following wav:

1

2i
- qEF

- 1F(abcd) (s +• l(s, n ri), u(s, n ¦ ri)) - F[ABCD) (s -, t(s, n ¦ ri), u(s, n ¦ n'))]{EF)

y?n,si,2 j, du- F*CÜEF) (s +, t(s, n ¦ ri), u(s, n ¦ ri))

F(abef) (s +• fa n n), u(s, n ¦ ri)) (21)
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The function F,(ABCD) is the analytic function which describes the process A B -> CD
and its related processes; similarly for F,[CDEF) and F,(ABEF) All three functions have
Ex < (77 + F)2, and the notation (s +) has the meaning ascribed to it in Section 2.

Each of the quantities appearing in (21) has a precise meaning, except for the fact
that qAB(s) and qco(s) (which appear in the definitions of the t's and us, by equations
(1), (2)) are ambiguous up to a sign; for example,

[s - (A + B)2]1'2 [s- (A- B)2]1'2

2 s1'2 - ~'1ab(s)

This ambiguity does not affect (21) ; changing the sign of qAB (resp. qCD) on each side
of (21) is exactly equivalent to changing the sign of n (resp. ri). The awkward notation
on the left side of (21) is intended to denote the contribution of the two-particle state
(77F) only to the quantity written there.

Equation (21) might be called an 'extended' unitarity relation. It only has a

meaning through the analyticity assumptions which give a meaning to the unphysical
quantities contained in it. There are some grounds for the hope that it is true when
anomalous thresholds are absent. An argument in support of it has been given by
Mandelstam [11] and it is certainly true that the use of 'extended' unitarity has been

fruitful in the study of the nucléon form factors and of pion-nucleon scattering by
dispersion relation techniques (the original papers are those of Frazer and Fulco [12] and
Hamilton and Spearman [13]). We assume the validity of (21) from now on, and apply
it to obtaining the boundary curves of the double spectral functions. Thus (77F) will
be the two-particle state, of lowest total mass, with the same internal quantum
numbers as the states (AB) and (CD). Then, for some range of values of s above

(E + F)2, say (77 + F)2 < s < M2, the only contribution to the left side of (21) will
be from the state (EF), so that we may drop the superscript (77F).

We may avoid troublesome but unimportant complications due to kinematics
below threshold if we use (21) as if s were greater than max{(A + B)2, (C + D)2}.
As we shall see, qAB(s) and qcD(s) disappear from the final results for the boundaries,
so the results we obtain are not affected by our having treated qAB(s) an(i 9cd(s) as

real and positive. Denote by MAE the total mass of the one- or two-particle state, of

lowest total mass, with the same internal quantum numbers as the states (AE) and

(FB). The quantities MCE, MAF and MCF will have exactly similar meanings. Then
the right side of (21) leads to an integral

// dû- [M2A-E - tAB^EF(s, n • ÏÏ)]-1 [M2CE - tCD_EF(s, ri ¦ n)]-1

/ dQ- M2AE -^(A2+B2+E2+F2) + ^s + j (A2 - B2)

(E2 - F2) s-1 - 2 qABqEFn-n M2CE (C2 + D2 + E2+ F2

\ s + I (C2- D2) (E2 - F2) s-i - 2 qCD qEF ri ¦ n

(4 Iab icD ÛfÏ dû- (Fl - n ¦ n)"1 (F, - ri ¦ n)'1
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where

A -- C2-qAB<iKp)~l

1 1
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AlAE- 2
(A2 + B2 + E2 + F2)

2*F--(A2- B2) (FF - F2) s-i

<= (21cd<1ef)
1 Mh - (C2 + D2+ E2+ F2)

+ — s + (C2 - D2) (E2 - F2) s-1

As in Section 3, we have the representation

ff dull
(x'l nri) (rl ri n)

4jc
du

\u-n- ri) [(u - x', xlf- (F.2 - 1) (Fl2 - 1)]11/2

with

un x',xl + (rl2 - IF2 (x'l2 - l'F2.
The integral over u may be written as an integral over a new variable cr2, with the
factor (o2 — tAB_^cn(s, n ¦ ri)) in the denominator, and lower limit of integration

</>(s) 2 qAB qCD u, +
1

(A2 + B2+C2 + D2)

- s - (A2 - B2) (C2 - D2) s-1

Now

4 qAB qCD q%E K < + (xl2 - 1)W (x'l2 - I)1'2]

1
(A2 I B* 4- K>- 4 E*\ -+-MAh- ¦ (A2+ B2+ E2+ F2 s + -- (A2- B2) (E2- F2)*-1

m'ce - -a (C2 + D2+ E2 + F2
1

(C2 - D2) (E2 - F2) s-1
2

v '22
+ [s MAE + MAE - M2AE (A2 + B2 + E2 + F2) + (A2 - E2) (B2 - F2)

+ s"1 {MAE (A2 - B2) (E2 - F2) + (A2 F2 - B2 E2) (A2 - B2 - E2 + F2)}]1/2

x [5 M2CE + M'CE - M2cI (C2 + D2+ E2 + F2) + (C2 - E2) (D2 - F2)

+ s-1 {M2CE (C2 - D2) (E2 - F2) + (C2 7^2 - 77J2 E2) (C2 - D2 - E2 + F2)}]112

and
4 q\F =s-2(E2+ F2) + (E2 - F2)2 s"1

After further manipulation, we arrive at the following expression for (fj(s):

<f>(s) M2AE + M2CE + [s - 2 (E2 + F2) + (FF - F2)2 s-1]-1 F(s) (22a)
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where

F(s) 2 MAE M2CE + M2AE (E2 + F2 - C2 - D2) + M\E (E2 + F2 - A2 - B2)

+ 2 772 - - (,42 + C2)
2

F2 - - (B2 4- 77>2)

2
v

_

(A2- C2) (B2 - D2)

+ s-1 (E2 - F2) (A2 - B2) \m2ce - (C2 + D2 + E2+ F2) I

+ (C2 - D2) \m2ae - ^ (A2+ B2+ FF + F2)\

- (E2 - F2) \m2ae + M\E - l2 (A2 + B2+CA + D2)\

+ s-1 (E2 + F2) (A2 - B2) (C2 - D2)

+ 2[s M2AE + MAE - M'AE (A2 + B2+ E2 + F2) + (A2 - E2) (B2 - F2)

+ s-1 {M2AE (A2 - B2) (E2 - F2) + (A2 F2 - B2 E2) (A2 - B2 - E2 + F2)}]1'2

x [s M2CE + M*CE - M\E (C2 + D2+E2+ F2) + (C2 - E2) (D2 - F2)

+ «T1 {M2CE (C2 - D2) (E2 - F2) + (C2 F2 - D2 E2)

x (C2 -D2 - FF+ F2)}]1'2. (22b)

Note that, as S -> oo, <f>(s) ->(Maë f MCE)2.

Equation (22) is the general formula which we require. Replacing s by sx, (f>(sx) is

one of the two possible boundary curves of q3(sx, s2) for (E + F)2 < sx < M2. The
other possible boundary can be obtained from (22) by making the replacements

M2AÊ-

M%e-

M2 (E2 - F2) (A2 - B2)

(E2 - F2) (C2 - D2)

or, alternatively, by the replacements

M2CF-

MA ¦Man, Mr ¦MrXAE ^ "XAF ' "XCE ~T X,XCF >

E <->• F (or A <^> B and C <-^ D)

It is necessary to check in each individual case which of these two possible boundary
curves is the actual boundary by seeing which one gives the smaller value of (f>(sx).

Our general formula is also able to give the boundary curve of q2(s3 sx) tor
(77 + F)2 < sx < M2. Again there are two possible boundary curves; one is obtained
from (22) by replacing MAE by MAF and by interchanging A and B, the other by
replacing MCE by MCF and interchanging C and D. Again we must check in each case
which of these two possible curves is the actual boundary.

For each process there are four further boundary curves to be obtained. Again we
do not need to write any further formulae. It suffices to write s2 or s3 for s in (22), and
to replace A, B, C, D by the particles which correspond to them in processes 2 or 3

(see Section 5). The particles 77 and F will also alter, of course, according to the
process being considered and so will the various masses MAE, It remains in the
final section to compute these boundary curves for a number of interesting hadronic
processes.
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5. Boundary Curves for Special Processes

In each case the process we shall write down will be treated as process 1.

7lK ->7l K
For process 1, we have

A C E -ti B D F K
MAE MCE 2 ft, MAF= MCF =(fi + K).

We use fi tor the pion mass, but otherwise denote the particle and its mass by the
same symbol.

For the boundary of g3(sx, s2) we note that, for sx > (pi + K)2, (pi + K)2
— (K2 — pt2)2 y1 > 4 pi K > 4 fF. Hence the boundary curve of Q3(sx,s2), for
(pi + K)2 < sx < (3 fi + K)2, is given by inserting MAE and MCE above into (22).
On simplification this gives

s2 16 fF + 64 fF [sx -2(pi2 + K2) + (K2 - y)2 sF]'1

The two possible boundary curves of q2(s3, sx) are identical in this case; for (/j, + K)2
< sx < (3 fi + K)2, we have the boundary curve

s3 (3pi + K)2 + \6fF (ft + K)2 [sx -(K + fi)2]-1.

For process 2, we may use (22) with the following identification of the particles:

A B - F F 7i, C K, D K;
further,

MAE MAF=2 fi, MCE MCF =(pi + K)

The two possible boundary curves of qx(s2, s3) and of q3(sx, s2) are all the same; for
4 fF < s2 < 16 fi2, we have

s3 (or sx) (3 fi + K)2 + 32 fi3 (pt + K) (s, - 4 /n2)-1

Process 3 gives curves identical to those of process 1, with sx replaced by s3. Thus, for
(p + K)2 < s3 < (3 fi + K)2, the boundary of q2(s3, sx) is

sx (3pi + K)2 + 16 fF (pi + K)2 [s3 - (K + fi)2]-1,

while that of gx(s2, s3) is

s2 16 /r 4- 64 pa [s3 - 2 (pi2 + K2) + (K2 - pi2)2 sT^y1

Tl N -> 71 N
Now, for process 1, we have

A C E jc, B D= F N,

MAE MCE 2 pi, MAF MCF N.

For the boundary of Q3(sx,s2) weagainuseM^gandMf-gin (22), since, fors-L ^ (fi + N)2,
N2 - (N2 - p2)2 sj1 > p. (2 N - /I) > 4 pi2. Thus, as for n K -> n K, the boundary
curve of q3(sx, s2) for (/i 4- TV)2 < sx < (2 pi + N)2, is

s2 16 y + 64 pi* [sx -2(fF + N2) + (N2 - pi2)2 s'1]'1.
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With Sj replaced by s3 on the right side, this is also the boundary of gx(s2, s3) for
(fi + N)2 <s3 <(2fi + N)2.

The two possible boundary curves of q2(s3, sx) are again identical, but now they
are much more complicated. After some simplifications the result for this boundary is

s3 4 fi2 + N2 +[sx-2 (y 4- N2) + (N2 - fi2)2 y1]"1 F(sx),

where

F(sx) 8 y N2-8fF (N2 - pi2)2 s"1

+ 4 ft N sx {1 - (N2 - pi2) si1} {A -(N2 + 2 fi2) sj1}112

x {1 - (N - fi2 N-1)2 s-1}112 ;

this result holds for (pi + N)2 < sx < (2 ft + N)2. With sx and s3 interchanged, this
also gives the boundary of g2(s3, sx) for (pi + N)2 < s3 < (2 pi + N)2. After some

pages of algebra, this explicit result can be cast into the implicit form given by
Frazer and Fulco [13].

To use (22) for process 2 we take

A B E F 7i, C N, D N,

mae MAf 2 fi, MCE MCF N

Again, the two possible boundary curves of gx(s2, s3) and of q3(sx, s2) are all identical;
for 4 fF < s2 < 16 pt2, we have

s3 (or sx) 4 pi2 + N2 + (s2 - 4 ft2)-1

8 pA + 4 pt N s2 jl - 4 fF (l - - ft2 N-A slA
'

This result can be quickly changed into that of Frazer and Fulco [13].

NN -^N N
For process 1,

A=B=C=D=E=F=N,
Maê MCE MAF MCF fi.

The boundary curves of Q3(sx, s2) and q2(s3 sx) are the same; for 4 N2 < sx < (2 N + ft)2
we have the simple result

s2 (or s3) 4 pi2 + 4 pt* (sx - 4 N2)-1

Processes 2 and 3 are the same in this case. For process 2 we take

A C N, B D N, E F ji,
MAE MCE MAF MCF N

Again, the boundary curves of qx(s2, s3) and g3(sx, s2) are the same; tor 4pi2 <s2 < 9,1t2,

we have

s3 (or sx) 4 N2 + 4 fF (s2 - 4 pi2)-1
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Further, for 4 /F < ,s3 < 9 (F, we have

sx (or s2) 4 N2 + 4 /F (s3 - 4 pi2)-1

for the boundaries of q2(s3, sx) and qx(s2, s3).

Note that, in this case, all the boundary curves have the same functional form.
In particular, for Q3(sx,s2) and Q2(s3, sx) we have a single bounding curve, with
asymptotes sx 4 N2 and s2 (or s3) 4 fF. The two pieces we determined above

(for 4 iV2 < sx < (2 Ar 4- /i)2 and for 4 ^u2 < s2 (or s3) < 9 fi2) have an arc in common.

71 A -*7l A

For process 1,

A -¦ C E tx, B D F - A,

while

^1 MCE 2fi, MAF Mc? 27

since a (tt/1) state has total isospin 1. Now, for sx F (pt + A)2,

E2 - (A2 - /F)2 sjlFE2- (A - fi)2 > 4 pt2

and so the boundary curve of q3(sx, s2), for (pi + A)2 < sx < (2 pt + A)2, is given by
inserting MAE and MCE above into (22). This gives

s2 16 fF + 64 fF [sx -2(tF + A2) + (A2 - fi2)2 sf1]-1.

With sx replaced by s3 on the right side, this is also the boundary of qx(s2, s3) for
(/i + A)2 <Sn<(2,u+A)2.

The two possible boundary curves of g2(s3, sx) are identical; for (pi + A)2 < sx

< (2 pt + A)2 we have the boundary

s3 4 fF + E2 +[sx-2 (pt2 + A2) + (A2 - fF)2 sr1]-1 F(sx),

where

F(sx) 8 fF {E2 - (A2 - fF)2 sj-1} + 4 ft E sx {1 - (A2 - fF) y1}
x {1 - (A2 - pi2)2 E-2 s"1}1'2 {1 - (2 pi2 + 2 A2 - 272) sj"1}1'2.

With sx and s3 interchanged, this also gives the boundary of q2(s3, sx) for (pi + A)2

<s3< (2fi + A)2.
It will be seen that we have claimed that these boundaries hold up to (2pi + A)2.

However, a (ti 27) intermediate state is possible in this case, and (pi + 27) < (2 pi + A).
But, being a two particle intermediate state, we can calculate the boundaries arising
from it; they will be obtained by replacing A by 27 throughout the expressions above.
Then we see that the value of s2 or s3 arising from the (ti 27) intermediate state is

greater than that arising from (nA), for each value of sx in the range (pt + 27)2 < sx

< (2 pi + A)2. This is obvious for the case of s2. For s3, numerical evaluation leaves

no doubt that both curves are monotonie decreasing in the range under consideration;
we have not constructed a rigorous proof. The curve arising from (ti 27) is always above
that from (ti A) ; indeed, s3 for the former, at sx (2 /u + A)2, is greater than s3 for the
latter, at sx (/* + 27)2.
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For process 2, we insert

A B E F --= ti, C A, D= A,

MAl MAE 2fi, MCE MCF=E.
The two possible boundary curves of gx(s2, s3) and of q3(sx s2) are yet again all the
same; using (22), we have, for 4 /F < s2 < 16 fF,

s3 (or sx) =4fF + E2+(s2-4 pi2)-1 [8 fF (E2 - A2 + fF)

+ 4fiE s2 {1 - (27 - 27-1 (A - ,c)2) (E'1 (A + ft)2 - 27) s.71}1'2]

K N -> K N
For process 1,

A =C E --- K, B - D= F N,

Maë Mcl 2 ft, MAF MCF A

Now, forSl F (K + N)2,A2 - (N2 - K2)2 sr1 F A2 - (N - K)2 > 4/F. Hence, for the
boundaryofg3(s1,s2) weuse (22) directly to obtain, for (K + N)2 < sx < (pi + K + N)2,

s2 16 pi2 + 64 fF [sx - 2 (K2 + N2) + (N2 - K2)2 sr1]-1

The two possible boundary curves of g2(s3, sx) are identical once more. For (K + N)2

<sx <(fi + K + N)2, the boundary is

s3 4 fF + A2 + [sx - 2 (K2 + N2) + (N2 - A'2)2 s,1]-1 F(sx),

where

F(sx) 8fi2 {A2 - (N2 - K2)2 s,1} + 4 p A sx {1 - 2 (K2 + N2 - 2 pt2) sr1

+ (N2 - K2)2 SY2}112 {1 - (2 K2 + 2 N2 - A2) s^1}1'2

x {1 - (N2 - K2)2 A-2 sr1}112

For process 2 the particles are

A K, B K, C N, D N, 77 - F ti
and the required masses are

Mae MAF (p + K), MCE MCF N

As usual, there are four identical boundary curves. For 4/F < s2 < 16 fF the
boundaries of qx(s2, s3) and g3(sx, s2) are given by

s3 (or Sl) (fi + K)2 + N2 +(s2-4 p2)-1

4fF (fi + K) + 2 (p, + K) N s2 |l - 4fF h - fF N'A s2 4

Process 3 for this case is the most complicated of all the situations we have had to
consider. We have

A K, B N, C N, D K, E n, F A,

MA-E MCF =(ß + K), MAF -, MCE N
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The two possible boundaries of q2(s3, sx) are identical; for (fi + A)2 < s3 < (2 fi + A)2
the boundary is given by

sx (ft + K)2 + N2 + [s3 - 2 (fF + A2) + (A2 - fF)2 sr1]-1 G(s3),

where

G(s3) fi (pi + 2 K) (pt2 + A2 + N2 - K2) + 2 [FA2 - sr1 p, {(p + 2 K)

x (A2 - fF)2 + (pi + 2K) (A/2 - K2) (A2 - pi2) + 2 pi (N2 - K2)2}

+ 2 s3 (pi + K) N [1 - {(K A2 + fi N2) (K + fù^-fi K} sr1]

x [1 - (2 A2 + fF + fF K2 N-2 - /FA2 N-2) sr1

+ {(A2 - /F) (A2 - fF K2 N-2) + fF (N - K2 A'-1)2} sr,2]1'2

For the boundary of qx(s2, s3) there are two possible curves. One curve corresponds to
using MAF and MCE; the other corresponds to using MAE and MCF and may be found
by substituting (pi + K)2 + (N2 - K2) (A2 - ft2) s^1 for N2 in the equation of the
first curve. The two curves intersect for that value of s3 which makes

N2 =(pt + K)2 + (N2 - K2) (A2 - fF) sr1

Call the value of s3 at this crossover point s3c; then

(N2 - K2) (A2 - fF)
i3c= n2-(p + 'kf ¦

Numerical evaluation shows that

^ + /l)2<S3c<(/i + 27)2.

Thus the crossover point occurs in the range of values of s3 for which we expect the
'extended' unitarity relation to hold. For (pi + A)2 < s3 F s3c, the boundary curve
of qx(s2, s3) is obtained by using MAF and MCE; the result is

s2 4 N2 + [s3 - 2 (p2 + A2) + (A2 - /F)2 sr1]-1

x4fF [(N2 + A2 - K2) + (N2 - K2) (A2 + N2 - K2 - fF) sr1]

F°r s3c F, s3 < (2 fi + A)2 we use MAE and MCF to obtain the boundary

s2 4 (fi + K)2 + [s3 -2(fF + A2) + (A2 - pi2)2 sr1]-1

x 4 fi [2 (fi + K) {(p + K)2 + A2- N2}

- (A2 - ft2 - N2 + K2) (2K A2 + pN2 + pi A2 - 2 pi2 K - fiK2 - fF) sr1]

As for the process ti A -> n A, we have claimed that the above boundaries hold in a

range of s3 which extends, not just to (pi + 27)2, but to (2 fi + A)2. This is because the

curve arising from (tiE) is always above that from (nA), in the range (pi + E)2 < s3

< (2pi + A)2. For the boundary of Qx(s2,s3) it is not difficult to prove that both
curves are monotonie decreasing in this range; moreover s2, for the (tiE) curve, at

s3= (2 fi + A)2, is greater than s2, for the (ji A) curve, at s3 (pi + E)2. By numerical
evaluation it is clear that exactly similar statements car>J»cn*qde for the boundary of
Qi(s3,sx).

ÜNiu
%//i**,;
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We are greatly indebted to Professor W. Heitler and to Professor H. S. W. Massey,
of the Department of Physics, University College London, for the opportunity to
work together in their respective departments on a number of occasions.

Appendix

We give an evaluation of the integral 7 of equation (15) which uses real analysis
only. The first steps are completely standard. Since

dv. 1

[a a 4- b (1 — a)]2 a b
if ab > 0

we have

i

1= I da.

0

dû~

[a x'l + (1 — a) x', — (a n 4- (1 — a) ri) ¦ n]

on reversing the order of integration; the integrand is always positive, so this is

justified. Now take the vector (a n + (1 — a) ri) as the axis of a system of spherical
polar coordinates to obtain

i +i
7 2 ti I da.

o -

dx

[a. r, + (1 — a) r2 — I a n a) n \ x\

But

dx

(a + b x)2 (a2 - b2)
if I b I < I a I

and so

7 2n
da.

a. (1 — a)

(1-a) 1)

2 a (1 - a)
+ F, x'l — n ¦ ri

Now change the variable of integration to

1) + (1 - a.)2 (xl_2 - 1)
+ rl x'l

2 a (1 - a)

Then dujda. vanishes just once in (0, 1), when

«o (1 - «o)"1 «2 - 1)1/2 W2 - I)"1'2 •

As a. increases from 0 to oc0, u decreases monotonically from + ooto u0; as a increases
from a0 to 1, u increases monotonically from u0 to + oo. The minimum value of u is

X, X, + (To* U/2 /_//2 -1) 1/2
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The equation connecting u and a is a quadratic in a. of the form

0 Q(a, u) p(u) a2 + 2 q(u) a 4- r(u)

where

Q(a, u) <f>(a) — (u — x', x'l) ip(x)

<f>(a.)
-2

a2 (t22 - 1) + i (1 - a)2 (FF2 - 1)

\p(a) a (1 — a)

Then

f(a) dujda <f>'(a) — (u — x', t2) tp'(a) dQ(a, ujjda.

2(p(u) a. 4- q(u)) ±2 [q2(u) - p(u) Au)]1'2

Thus, for the two values of a which give the same value of u, tp(a) dujda. has values
which are equal in magnitude but opposite in sign. Since

4 (q2(u) - P(u) r(u)) (u - x'2 x'l)2 - (x'22 - 1) (FF2 - 1)

the integral now becomes

4 71

n ¦ ri) [(« - t2 t.,')2 - «- - 1) (xl2 - 1)11/2
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