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# Dynamics of the Dicke Laser Model in the Classical Region - I 

by G. Scharf<br>Institute für Theoretische Physik der Universität Zürich, Schönberggasse 9, 8001 Zürich, Switzerland

(19. II. 75)


#### Abstract

The dynamics of the Dicke model describing $N$ spins ( $s=\frac{1}{2}$ ) interacting with a single mode of the radiation field is investigated in the limit $N \rightarrow \infty$. It is shown that this limit corresponds to the classical limit $\boldsymbol{h} \rightarrow \mathbf{0}$ of quantum mechanics. The time evolution of the initial state with all $N$ spins in the upper level is then studied, using the semi-classical asymptote of quantum mechanics. The result is applied to calculate the second-order normal ordered photon correlation function, which is of particular interest because it shows a slow decay of coherence for large times.


## 1. Introduction

The quantum-optical model of Dicke [1], describing the collective interaction of radiation and matter, has been found calculable to a large extent. This is due to the fact that there exists a linear correspondence between the Dicke Hamiltonian and the Hamiltonian of a quantum mechanical problem with one degree of freedom [2]. The latter cannot be solved within the class of classical special functions; however, the related classical mechanical problem can be integrated. It is then possible to set up the semi-classical asymptote of the quantum mechanical problem. The small parameter $h$ (Planck's constant in ordinary quantum mechanics), which is going to 0 in the classical limit, is proportional to $N^{-1}$ in the present case (see next section), where $N$ is the number of radiating atoms. Hence, in contrast to ordinary quantum mechanics, this parameter $h$ is here at our disposal, and the classical limit $h \rightarrow 0$ corresponds to a large number of radiating atoms. This has been observed in a different context by Hepp and Lieb [3].

The semi-classical solution becomes exact in the following two limiting cases: i) for fixed $h$ as the time $t$ goes to 0 , ii) for $h \rightarrow 0$ and fixed $t$. In our previous calculations $[2,4,5]$ we followed case i). The advantage of this approach is that it applies to the quantum region; that means, higher orders in $N^{-1}$ can be calculated. Its disadvantage is the restriction to small $t$. For simple observables such as the photon number, this is no serious shortcoming, because it is easy to extend the results to large $t$ [2]. However, for more complicated observables, such as the correlation functions, this is a difficult problem. Indeed, we did not succeed by method i) in the case of the normal ordered photon correlation function [5]

$$
\begin{equation*}
g\left(t, t_{1}\right)=\left(\psi_{0}, a^{+}\left(t_{1}\right) a^{+}(t) a(t) a\left(t_{1}\right) \psi_{0}\right) \tag{1.1}
\end{equation*}
$$

In this paper a different method is developed for the limiting case ii) above. This method gives results valid for arbitrary $t$, but only the leading order in $N^{\mathbf{- 1}}$.

The classical limit ii) has been extensively studied in ordinary quantum mechanics, especially by Maslov [6]. Unfortunately, these methods cannot be taken over immediately to the present situation for various reasons, as will be seen below. The convergence of the semi-classical solution has to be studied in a different manner. This interesting problem will be considered in detail in Part II of the paper. Here, the method is formally introduced (Section 2), and is applied to calculate the correlation function (1.1) where the previous method failed (Section 3). The results are discussed in the last section. It is found that $g\left(t, t_{1}\right)$ factorizes approximately into a product of the photon numbers

$$
\begin{equation*}
g\left(t, t_{1}\right)=n(t) n\left(t_{1}\right)+g^{\prime}\left(t, t_{1}\right) \tag{1.2}
\end{equation*}
$$

The additional term $g^{\prime}\left(t, t_{1}\right)$ is uniformly small in $t$, but not in $t_{1}$. It increases slowly with $t_{1}$ : after $N$ oscillations of the system, it has reached the same order of magnitude as the main term. That means, that the normal ordered correlation function (1.1) shows a slow decay of coherence.

## 2. The Semi-Classical Solution

It is our aim to study the dynamics defined by the Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\sum_{i=1}^{N} s_{i}^{+} s_{i}^{-}+(1-\delta) a^{+} a-g \sum_{i=1}^{N}\left(a^{+} s_{i}^{-}+s_{i}^{+} a\right) \tag{2.1}
\end{equation*}
$$

Here $s_{i}^{ \pm}$are the usual spin flip operators ( $s=\frac{1}{2}$ ) for the atom $i$ and $a^{+}, a$ are the creation and annihilation operators of the photon mode. It follows from first principles that the coupling constant $g$ depends on the quantization volume $V$ of the radiation field according to

$$
\begin{equation*}
g=O\left(V^{-\frac{1}{2}}\right) \tag{2.2}
\end{equation*}
$$

or, assuming a fixed density $N / V$ of radiating atoms,

$$
\begin{equation*}
g=O\left(N^{-\frac{1}{2}}\right) \tag{2.3}
\end{equation*}
$$

The detuning parameter $\delta$, which measures the deviation from resonance, is of the order

$$
\begin{equation*}
\delta=O(1) \tag{2.4}
\end{equation*}
$$

The Schrödinger equation for the Hamiltonian (2.1) can be reduced to a $N+1$ dimensional matrix equation [2]

$$
\begin{equation*}
i \frac{d \psi(t)}{d t}=\mathscr{H} \psi(t), \quad \hbar=1 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(t)=\left\{e_{n}(t)\right\} \in \mathbb{C}^{N+1}, \quad n=0,1, \ldots N \tag{2.6}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathscr{H}_{n, n+1}=\mathscr{H}_{n+1, n}=-g[(R-n)(N-n)(n+1)]^{\frac{1}{2}}  \tag{2.7}\\
& \mathscr{H}_{n, n}=R-\delta(R-n-1)
\end{align*}
$$

and $\mathscr{H}_{n, n^{\prime}}=0$ for $n^{\prime} \neq n, n+1$. The integer

$$
\begin{equation*}
R=N+2 L \tag{2.8}
\end{equation*}
$$

is a conserved quantity, and $2 L=0,1, \ldots$ is the number of excess photons, i.e. the number of photons being present if all $N$ atoms are in the upper state.

The matrix equation (2.5) is transformed into the Schrödinger equation of a quantum mechanical problem having one degree of freedom in $L^{2}(0, \infty)$ by means of the linear transformation [2, 4]

$$
\begin{equation*}
y(z, t)=\sum_{n=0}^{N}\binom{N}{n}^{\frac{1}{2}}((R-n)!)^{-\frac{1}{t}} e_{n}(t) z^{N+L-n} \exp -\frac{1}{4} z^{2}-\frac{\delta}{2 g} z, \tag{2.9}
\end{equation*}
$$

namely

$$
\begin{equation*}
\frac{i}{g} \frac{\partial y}{\partial t}=-\frac{1}{2}\left(z \frac{\partial^{2} y}{\partial z^{2}}+\frac{\partial^{2}}{\partial z^{2}} z y\right)+\left(\frac{1}{4} z^{3}+\frac{1}{2} \frac{\delta}{g} z^{2}-E z+\frac{L^{2}}{z}\right) y \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
E=N+L+1-\frac{\delta^{2}}{4 g^{2}}=O(N) \tag{2.11}
\end{equation*}
$$

Let us introduce the intensive quantities

$$
\begin{equation*}
\eta=g^{2} E, \quad \lambda=g^{2} L, \quad x=g z \tag{2.12}
\end{equation*}
$$

Then equation (2.10) takes the form

$$
\begin{equation*}
i h \frac{\partial y}{\partial t}=-\frac{h^{2}}{2}\left(x \frac{\partial^{2} y}{\partial x^{2}}+\frac{\partial^{2}}{\partial x^{2}} x y\right)+V(x) y \stackrel{\text { def }}{=} H y \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
h=g^{2}=O\left(N^{-1}\right) \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
V(x)=\frac{1}{4} x^{3}+\frac{\delta}{2} x^{2}-\eta x+\frac{\lambda^{2}}{x} \tag{2.15}
\end{equation*}
$$

The dependence on $N$ in equation (2.13) is now concentrated in the parameter $h(2.14)$, which appears in exactly the same way as Planck's constant in ordinary quantum mechanics. Consequently, for large $N$, the semi-classical solution of equation (2.13) is significant.

For sufficiently small $t$, the semi-classical solution is given by

$$
\begin{equation*}
y(x, t)=\left(e^{-(i / h) H t} y_{0}\right)(x)=\int_{0}^{\infty} d x_{0} K\left(x, x_{0}, t\right) y_{0}\left(x_{0}\right) \tag{2.16}
\end{equation*}
$$

where

$$
\begin{align*}
& K\left(x, x_{0}, t\right)=\phi \exp \frac{i}{h} S\left(x, x_{0}, t\right)  \tag{2.17}\\
& \phi^{2}=-\frac{1}{2 \pi i h} \frac{\partial^{2} S\left(x, x_{0}, t\right)}{\partial x \partial x_{0}} \tag{2.18}
\end{align*}
$$

and $S$ is the classical action function. The latter has been calculated before [2, 4]

$$
\begin{equation*}
S\left(x, x_{0}, t\right)=\int_{x_{0}}^{x} d x^{\prime}\left(\eta-\frac{1}{4} x^{\prime 2}-\frac{\delta}{2} x^{\prime}-\frac{\varepsilon}{x^{\prime}}-\frac{\lambda^{2}}{x^{\prime 2}}\right)^{\frac{1}{2}}+\varepsilon t \tag{2.19}
\end{equation*}
$$

The (negative) energy $\varepsilon\left(x, x_{0}, t\right)$ is implicitly given by one of the following relations

$$
\begin{equation*}
t=\int_{x_{0}}^{x} d x^{\prime} R^{-\frac{1}{2}}\left(x^{\prime}\right) \tag{2.20}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{0}=x+\frac{p^{\prime}(t) R(x)^{\frac{1}{2}}+\frac{1}{2} R^{\prime}(x)\left[p-\frac{1}{24} R^{\prime \prime}(x)\right]+\frac{1}{24} R R^{\prime \prime \prime}(x)}{2\left(p-\frac{1}{24} R^{\prime \prime}(x)\right)^{2}+\frac{1}{2} R} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
R(x)=-x^{4}-2 \delta x^{3}+4 \eta x^{2}-4 \varepsilon x-4 \lambda^{2} . \tag{2.22}
\end{equation*}
$$

The primes denote the derivatives with respect to the argument and

$$
\begin{equation*}
p=p\left(t ; g_{2}, g_{3}\right) \tag{2.23}
\end{equation*}
$$

is Weierstrass' $p$-function with the invariants

$$
\begin{align*}
& g_{2}=\frac{4}{3} \eta^{2}-2 \delta \varepsilon+4 \lambda^{2} \\
& g_{3}=-\frac{8}{27} \eta^{3}+\frac{2}{3} \eta \delta \varepsilon+\frac{8}{3} \eta \lambda^{2}+\delta^{2} \lambda^{2}+\varepsilon^{2} \tag{2.24}
\end{align*}
$$

Together with $x_{0}$, the square-root $R\left(x_{0}\right)^{\frac{1}{2}}$ can be expressed rationally by $x$ and $R(x)^{\frac{1}{2}}$ [7]

$$
\begin{align*}
\sqrt{R\left(x_{0}\right)}= & \left\{p^{\prime}\left[\left(p-\frac{1}{24} R^{\prime \prime}\right)^{2} R^{\prime}-\frac{1}{4} R R^{\prime}+\frac{1}{6} R R^{\prime \prime}\left(p-\frac{1}{24} R^{\prime \prime}\right)\right]\right. \\
& +\sqrt{R(x)}\left[-\left(12 p^{2}-g_{2}\right)\left(\left(p-\frac{1}{24} R^{\prime \prime}\right)^{2}+\frac{1}{4} R\right)\right. \\
& \left.\left.+4 p^{\prime 2}\left(p-\frac{1}{24} R^{\prime \prime}\right)\right]\right\} /\left[2\left(p-\frac{1}{24} R^{\prime \prime}\right)^{2}+\frac{1}{2} R\right]^{2} . \tag{2.25}
\end{align*}
$$

Let us assume a quantum mechanical initial state $y_{0}$ of the form

$$
\begin{equation*}
y_{0}(x)=\rho(x) \exp \frac{\varphi(x)}{h} \tag{2.26}
\end{equation*}
$$

then according to equation (2.16)

$$
\begin{equation*}
y(x, t)=\int_{0}^{\infty} d x_{0} \phi\left(x, x_{0}, t\right) \rho\left(x_{0}\right) \exp \frac{1}{h}\left[i S\left(x, x_{0}, t\right)+\varphi\left(x_{0}\right)\right] . \tag{2.27}
\end{equation*}
$$

We evaluate this integral for $h \rightarrow 0$ by the saddle-point method. The saddle-points $x_{0}^{\prime}=x_{0}^{\prime}(x, t)$ are the solutions of

$$
\begin{equation*}
\frac{\partial}{\partial x_{0}^{\prime}}\left[i S\left(x, x_{0}^{\prime}, t\right)+\varphi\left(x_{0}^{\prime}\right)\right]=0 \tag{2.28}
\end{equation*}
$$

In general, the saddle-points $x_{0}^{\prime}$ are complex (in the resonant case $\delta=0$ they are purely imaginary, see equation (3.5) below), so that no proper classical mechanical path exists. This is one, but not the main reason, why Maslov's method [6] cannot be directly applied. According to the saddle-point method, the path of integration in equation (2.27) is deformed in such a way that it runs through the saddle-points $x_{0}^{\prime}$ in the direction of steepest descent $\vartheta$. This direction $\vartheta$ is given by

$$
\begin{equation*}
\vartheta+2 \arg \frac{\partial^{2}}{\partial x_{0}^{\prime 2}}(i S+\varphi)=\pi . \tag{2.29}
\end{equation*}
$$

One saddle-point $x_{0}^{\prime}$ gives the following contribution to the integral (2.27)

$$
\begin{align*}
& \left(-\frac{1}{2 \pi i h} \frac{\partial^{2} S\left(x, x_{0}^{\prime}, t\right)}{\partial x \partial x_{0}^{\prime}} \frac{2 \pi h}{\left|\frac{\partial^{2}}{\partial x_{0}^{\prime 2}}(i S+\varphi)\right|}\right)^{\frac{1}{2}} e^{i \vartheta} e^{(i / h) S\left(x, x_{0}^{\prime}, t\right)} y_{0}\left(x_{0}^{\prime}\right) \\
& =\left(\frac{\partial x_{0}^{\prime}}{\partial x}\right)^{\frac{1}{2}} e^{(i / h) S\left(x, x_{0}^{\prime}, t\right)} y_{0}\left(x_{0}^{\prime}\right) \tag{2.30}
\end{align*}
$$

where the last equality follows from equation (2.28) by implicit differentiation.
In general, i.e. for larger $t$, we have $n(x, t)$ saddle-points $x_{k}=x_{k}(x, t), k=1, \ldots n$. Then the semi-classical solution reads

$$
\begin{equation*}
y(x, t)=\sum_{k=1}^{n(x, t)}\left(\frac{\partial x_{k}}{\partial x}\right)^{\frac{1}{2}} \exp \frac{i}{h} S\left(x, x_{k}, t\right) y_{0}\left(x_{k}\right) . \tag{2.31}
\end{equation*}
$$

This, apart from the phase factor, is a shift of the initial wave-packet. The square-root of the Jacobian derivative ensures the conservation of the $L^{2}$-norm.

## 3. Applications

The most interesting initial state $\psi_{0}$, regarding the laser, is the fully excited state of all $N$ atoms in the upper level given by

$$
\begin{equation*}
\psi_{0}=\{0,0, \ldots 1\} \tag{3.1}
\end{equation*}
$$

in $\mathbb{C}^{N+1}$ (2.6). The related mechanical initial state (2.9)

$$
\begin{align*}
y_{0} & =(2 L)^{- \pm} Z^{L} \exp \left(-1 z^{2}-\frac{\delta}{2 g} z\right) \\
& =\text { const } \exp \frac{1}{h}\left(\lambda \log x-\frac{1}{4} x^{2}-\frac{\delta}{2} x\right) \tag{3.2}
\end{align*}
$$

is of the form (2.26). The equation (2.28) determining the saddle-points $x_{k}$ now reads as follows

$$
i\left(\eta-\frac{1}{4} x_{k}^{2}-\frac{\delta}{2} x_{k}-\frac{\varepsilon_{k}}{x_{k}}-\frac{\lambda^{2}}{x_{k}^{2}}\right)^{\frac{1}{2}}+\frac{\lambda}{x_{k}}-\frac{1}{2} x_{k}-\frac{\delta}{2}=0
$$

or

$$
\begin{equation*}
\varepsilon_{k}=\left(\eta+\frac{\delta^{2}}{4}-\lambda\right) x_{k}-\lambda \delta \tag{3.3}
\end{equation*}
$$

Inserting this for $\varepsilon$ in equation (2.21), we get a transcendental equation for the saddlepoints. For later discussion, let us write down this equation for the resonant case $\delta=0$ and $x=0$ : with

$$
\begin{equation*}
\varepsilon_{k}=h(N+1) x_{k} \tag{3.4}
\end{equation*}
$$

we get

$$
\begin{equation*}
x_{k}=-\frac{i g L P^{\prime}}{P^{2}-L^{2}+(N+1) P} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
P(t)=\frac{1}{h} p\left(t ; g_{2}, g_{3}\right)-\frac{E}{3}=p\left(g t ; \frac{g^{2}}{h^{2}}, \frac{g_{3}}{h^{3}}\right)-\frac{E}{3} . \tag{3.6}
\end{equation*}
$$

As a first application of the semi-classical solution and for later use, we will calculate the mean photon number $n(t)$

$$
\begin{equation*}
n(t)=\left(\psi_{0}, a^{+}(t) a(t) \psi_{0}\right) \tag{3.7}
\end{equation*}
$$

which has already been obtained by the previous method [2, 4]. It was shown there that $n(t)$ can be expressed in terms of the quantum mechanical time evolution (2.16) as follows:

$$
\begin{equation*}
n(t)=\lim _{x \rightarrow 0} x^{-L} e^{(i / h) H t}\left[\frac{1}{h}\left(\frac{1}{2} x^{2}+\frac{\delta}{2} x+\lambda\right)+x \frac{\partial}{\partial x}\right] e^{-(t / h) H t} y_{0}(x) . \tag{3.8}
\end{equation*}
$$

It is important to realize that in this exact expression the photon number is given by the value of a quantum mechanical wave-packet at a single point $x=0$. This is the main reason why the usual treatment of the classical limit [6] cannot be taken over, because in the latter only $L^{2}$-convergence is obtained. This is sufficient for ordinary quantum mechanics, but here it is not. Indeed, for special values of $t$ there are exceptional points (foci), where the semi-classical solution (2.31) diverges locally. A more refined treatment is then necessary. We shall return to this interesting point in Part II of the paper.

Using equation (2.31) in equation (3.7), in leading order $O\left(h^{-1}\right)=O(N)$, we need only differentiate the exponent of (2.31) and in the exponent we must only differentiate with respect to the explicit variable $x$, the $x$-dependence of $x_{k}$ gives no contribution because of equation (2.28). Since

$$
\begin{equation*}
x \frac{\partial}{\partial x} S\left(x, x_{k}, t\right)=\frac{1}{2}\left(-x^{4}-2 \delta x^{3}+4 \eta x^{2}-4 \varepsilon_{k} x-4 \grave{\lambda}^{2}\right)^{\frac{1}{2}} \stackrel{\text { def }}{=} \frac{1}{2} R_{k}(x)^{\frac{1}{2}} \tag{3.9}
\end{equation*}
$$

we get

$$
\begin{align*}
n(t)=\frac{1}{h} & \lim _{x \rightarrow 0} x^{-L} e^{(i / h) H t} \sum_{k}\left(\frac{1}{2} x^{2}+\frac{\delta}{2} x+\lambda+\frac{i}{2} R_{k}(x)^{\frac{1}{2}}\right) \\
& \times\left(\frac{\partial x_{k}}{\partial x}\right)^{\frac{1}{2}} e^{(i / h) S\left(x, x_{k}, t\right)} y_{0}\left(x_{k}\right) \tag{3.10}
\end{align*}
$$

Under the inverse transformation $\exp (i / h) H t$, all saddle-points $x_{k}$ are shifted back to $x=0, \varepsilon_{k}(3.3)$ goes into $\varepsilon_{0}$

$$
\begin{equation*}
\varepsilon_{0}=-\lambda \delta \tag{3.11}
\end{equation*}
$$

and $x$ under the sum in equation (3.10) becomes the initial point $\tilde{x}$ corresponding to the saddle-point $x=0$, which is uniquely given by equation (2.21) with $x=0, \varepsilon=\varepsilon_{0}$ (3.11)

$$
\begin{equation*}
\tilde{x}=\frac{i \lambda p^{\prime}-\lambda \delta\left(p-\frac{\eta}{3}\right)+\delta \lambda^{2}}{\left(p-\frac{\eta}{3}\right)^{2}-\lambda^{2}} \tag{3.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
n(t)=\frac{1}{h}\left(\frac{1}{2} \tilde{x}^{2}+\frac{\delta}{2} \tilde{x}+\lambda+\frac{i}{2} \sqrt{R(\tilde{x})}\right) \tag{3.13}
\end{equation*}
$$

The square-root in equation (3.13) is obtained from equation (2.25) with $x=0, \varepsilon=\varepsilon_{0}$. Substituting this and equation (3.12) into equation (3.13), we finally get

$$
\begin{equation*}
n(t)=2 \frac{\lambda}{h} \frac{p+\frac{2}{3} \eta+\frac{\delta^{2}}{4}}{p-\frac{1}{3} \eta+\lambda}=2 L \frac{P+E+\frac{\delta^{2}}{4 h}}{P+L}=2 L+2 L \frac{N}{P+L} \tag{3.14}
\end{equation*}
$$

where $P(t)$ is defined in equation (3.6). The invariants of the $p$-function are given by equation (2.24) with $\varepsilon=\varepsilon_{0}$ (3.11.)

Both these invariants and equation (3.14) are the results in leading order in $N^{-1}$. By our previous method, one more order in $N^{-1}$ could be calculated

$$
\begin{equation*}
n(t)=2 L+(2 L+1) \frac{N}{P+L+L} \tag{3.15}
\end{equation*}
$$

with the invariants

$$
\begin{align*}
& \frac{g_{2}}{h^{2}}=\frac{4}{3} E^{2}+2 \frac{\delta^{2}}{h}(L+1)+4 L^{2} \\
& \frac{g_{3}}{h^{3}}=-\frac{8}{27} E^{3}-\frac{2}{3} \frac{\delta^{2}}{h} E(L+1)+\frac{8}{3} E L^{2}+2 \frac{\delta^{2}}{h} L(L+1)+2 L N \tag{3.16}
\end{align*}
$$

We now turn to the normal ordered photon correlation function (1.1), where the present method is more powerful. In mechanical terms, we have to calculate [5]

$$
\begin{align*}
g\left(t, t_{1}\right)= & \lim _{x \rightarrow 0} x^{-L} e^{(i / h) H t_{1}} x^{\frac{1}{3}} e^{(i / h) H_{-} t_{2}}\left[\frac{1}{h}\left(\frac{1}{2} x^{2}+\frac{\delta}{2} x+\lambda_{-}\right)+x \frac{\partial}{\partial x}\right] \\
& e^{-(i / h) H_{-} t_{2}}\left[\frac{1}{h}\left(\frac{1}{2} x^{3 / 2}+\frac{\delta}{2} x^{\frac{1}{2}}+\lambda x^{-\frac{1}{2}}\right)+x^{\frac{1}{2}} \frac{\partial}{\partial x}\right] e^{-(i / h) H_{1}} y_{0}(x) \tag{3.17}
\end{align*}
$$

with

$$
\begin{equation*}
t_{2}=t-t_{1}, \quad \lambda_{-}=\frac{1}{h}\left(L-\frac{1}{2}\right), \quad \eta_{-}=\frac{1}{h}\left(E-\frac{1}{2}\right) \tag{3.18}
\end{equation*}
$$

and $H_{-}$is given by the right side of equation (2.13), with $\lambda, \eta$ in the potential $V(x)$ (2.15) substituted by $\lambda_{-}, \eta_{-}$. Inserting the semi-classical solution as above, we get

$$
\begin{align*}
g\left(t, t_{1}\right)= & \ldots e^{-(i / h) H_{-} t_{2}} \frac{1}{h} \sum_{k}\left(\frac{1}{2} x^{3 / 2}+\frac{\delta}{2} x^{\frac{1}{2}}+\lambda x^{-\frac{1}{2}}+\frac{i}{2} x^{-\frac{1}{2}} R_{k}(x)^{\frac{1}{2}}\right) \\
& \times\left(\frac{\partial x_{k}}{\partial x}\right)^{\frac{1}{2}} e^{(i / h) S\left(x, x_{k}, t_{1}\right)} y_{0}\left(x_{k}\right) \tag{3.19}
\end{align*}
$$

where $x_{k}$ is given by equation (2.21) with

$$
\begin{equation*}
\varepsilon_{k}=\left(\eta+\frac{\delta^{2}}{4}-\lambda\right) x_{k}-\lambda \delta \tag{3.20}
\end{equation*}
$$

The exponential of $H_{-}$shifts $x$ to saddle-points $x_{m}^{\prime}$ and the $x_{k}$ to $x_{k m}$,

$$
\begin{align*}
g\left(t, t_{1}\right)= & \cdots \frac{1}{h^{2}} \sum_{m}\left(\frac{1}{2} x^{2}+\frac{\delta}{2} x+\lambda_{-}+\frac{i}{2} R_{m}^{-}(x)^{\frac{1}{2}}\right)\left(\frac{\partial x_{m}^{\prime}}{\partial x}\right)^{\frac{1}{2}} \\
& \times e^{(i / h) S_{-}\left(x, x_{m}^{\prime}, t_{2}\right)} \sum_{k}\left(\frac{1}{2} x_{m}^{\prime 3 / 2}+\frac{\delta}{2} x_{m}^{\prime \frac{1}{2}}+\lambda x_{m}^{\prime-\frac{1}{2}}+\frac{i}{2} x_{m}^{\prime-\frac{1}{2}} R_{k}\left(x_{m}^{\prime}\right)^{\frac{1}{2}}\right) \\
& \times\left(\frac{\partial x_{k m}}{\partial x_{m}^{\prime}}\right)^{\frac{1}{2}} e^{(i / h) S\left(x_{m}^{\prime}, x_{k m}, t_{1}\right)} y_{0}\left(x_{k m}\right) . \tag{3.21}
\end{align*}
$$

The saddle-points $x_{m}^{\prime}$ are determined by

$$
\begin{equation*}
\frac{\partial}{\partial x_{m}^{\prime}}\left[S_{-}\left(x, x_{m}^{\prime}, t_{2}\right)+S\left(x_{m}^{\prime}, x_{k m}, t_{1}\right)\right]=0 \tag{3.22}
\end{equation*}
$$

and the $x_{k m}$ by equation (2.21) with $x=x_{k}$ and

$$
\begin{equation*}
\varepsilon_{k m}=\left(\eta+\frac{\delta^{2}}{4}-\lambda\right) x_{k m}-\lambda \delta \tag{3.23}
\end{equation*}
$$

From equation (3.22) it follows

$$
\begin{equation*}
\varepsilon_{m}^{\prime}-\varepsilon_{k m}=O(h) \tag{3.24}
\end{equation*}
$$

The inverse exponential of $H_{-}$shifts all $x_{m}^{\prime}$ back to $x$, which can be combined with the factor $x^{\frac{1}{2}}$ in equation (3.17). The points $x_{k m}$ move back to $x_{k}$, and $x$ in equation (3.21) becomes $\tilde{x}_{k}\left(x, t_{2}\right)$ determined by

$$
\begin{equation*}
\tilde{\varepsilon}_{k}=\left.\varepsilon_{m}^{\prime}\right|_{x_{m}^{\prime}=x}=\left.\varepsilon_{k m}\right|_{x_{k m}=x_{k}}+O(h)=\varepsilon_{k}+O(h) \tag{3.25}
\end{equation*}
$$

Finally, the inverse exponential of $H_{1}$ shifts all $x_{k}$ to $x=0, x$ changes into $\tilde{x}$ defined by

$$
\begin{equation*}
\tilde{\varepsilon}=\varepsilon_{0}=-\lambda \delta \tag{3.26}
\end{equation*}
$$

and the $\tilde{x}_{k}$ become $\tilde{x}\left(\tilde{x}, t_{2}\right)$ which is uniquely defined by

$$
\begin{equation*}
\widetilde{\tilde{\varepsilon}}=\left.\tilde{\varepsilon}_{k}\right|_{\tilde{x}_{k}=\tilde{x}}=\left.\varepsilon_{k}\right|_{x_{k}=0}+O(h)=-\lambda \delta+O(h) \tag{3.27}
\end{equation*}
$$

Summing up

$$
\begin{align*}
g\left(t, t_{1}\right)= & \frac{1}{h^{2}}\left(\frac{1}{2} \tilde{\tilde{x}}^{2}+\frac{\delta}{2} \tilde{\tilde{x}}+\lambda_{-}+\frac{i}{2} \sqrt{R^{-(\tilde{\tilde{x}})}}\right) \\
& \times\left(\frac{1}{2} \tilde{x}^{2}+\frac{\delta}{2} \tilde{x}+\lambda+\frac{i}{2} \sqrt{R(\tilde{x})}\right), \tag{3.28}
\end{align*}
$$

where $\tilde{x}$ and $R(\tilde{x})$ are given by the classical solution (2.21), (2.25) with the initial point $x=0$, time $t_{1}$ and energy $\tilde{\varepsilon}(3.26)$, while $\tilde{x}$ and $R^{-(\tilde{x})}$ correspond to the initial point $\tilde{x}$, time $t_{2}$ and a different energy $\tilde{\tilde{\varepsilon}}(3.27)$. If the energy difference of the order $O(h)$ is neglected, we have

$$
\begin{equation*}
\tilde{x}\left(\tilde{x}, t_{2}\right)=\tilde{x}\left(0, t_{2}\right) \tag{3.29}
\end{equation*}
$$

and the correlation function factorizes into a product of the photon numbers

$$
\begin{equation*}
g\left(t, t_{1}\right)=n(t) n\left(t_{1}\right) \tag{3.30}
\end{equation*}
$$

However, there is one place where the difference in the energies cannot be neglected, not even in leading order, namely in the invariants of the $p$-function

$$
\begin{equation*}
p_{2}=p\left(g_{2}^{-}, g_{3}^{-}, t-t_{1}\right) \tag{3.31}
\end{equation*}
$$

appearing in the equation for $\tilde{\tilde{x}}$. At all other places the error remains small uniformly in time, but since the $p$-functions $p_{1}, p_{2}$ with slightly different invariants have different periods, they come out of phase and the error increases with time (see next section). Therefore we must treat the first factor in equation (3.28) more carefully, retaining the difference of the invariants.

Since the semi-classical solution gives the invariants only in the leading order, we have to refer to the quantum mechanical calculation at this point and we take the invariants $g_{2}^{-}, g_{3}^{-}$from equation (3.16) with

$$
\begin{equation*}
E_{-}=E-\frac{1}{2}, \quad L_{-}=L-\frac{1}{2} \tag{3.32}
\end{equation*}
$$

instead of $E, L$. Then the straightforward procedure to calculate $\widetilde{\tilde{x}}$ would be to substitute in equation (2.21), written down for $\tilde{\boldsymbol{x}}$, the expression (3.12) for the initial point $\tilde{\boldsymbol{x}}$
(which stands in place of $x$ in equation (2.21)). This, however, leads to tedious algebraic manipulations which can be reduced by the following trick: Without the difference in the invariants, the first factor in equation (3.28) would give

$$
\begin{equation*}
n_{-}(t)=2 L-1+2 L N \frac{1}{P(t)+L+\frac{1}{2}} \tag{3.33}
\end{equation*}
$$

Here we express the $p$-function by means of the addition formula

$$
\begin{equation*}
P(t)=P\left(t_{1}+t_{2}\right)=\frac{1}{4}\left(\frac{P_{1}^{\prime}-P_{2}^{\prime}}{P_{1}-P_{2}}\right)^{2}-P_{1}-P_{2}-E \tag{3.34}
\end{equation*}
$$

in terms of $p\left(t_{1}\right)$ and $p\left(t_{2}\right)$. The desired result is then obtained by transforming the resulting elliptic function to the normal form (with the derivatives $P_{1}^{\prime}, P_{2}^{\prime}$ in the nominator) and taking different invariants $g_{2}, g_{3}$ and $g_{2}^{-}, g_{3}^{-}$in $P_{1}$ and $P_{2}$, respectively. In this transformation, the usual formula for the derivatives

$$
\begin{equation*}
\left(P_{1,2}^{\prime}\right)^{2}=\frac{1}{h^{3}}\left(p_{1,2}^{3}-g_{2} p_{1,2}-g_{3}\right) \tag{3.35}
\end{equation*}
$$

must be used, where in $g_{2}$ and $g_{3}(2.24)$ only the leading order

$$
\begin{equation*}
\varepsilon=-\delta \lambda=-\frac{\delta}{h} L \tag{3.36}
\end{equation*}
$$

has to be taken with

$$
\begin{equation*}
\left(P_{1,2}^{\prime}\right)^{2}=4\left(P_{1,2}^{2}-L^{2}\right)\left(P_{1,2}+E\right)-2 \frac{\delta^{2}}{h} L P_{1,2}-2 \frac{\delta^{2}}{h} L^{2} \tag{3.37}
\end{equation*}
$$

In this way we finally get

$$
\begin{equation*}
\frac{1}{P(t)+L}=\frac{A}{B} \tag{3.38}
\end{equation*}
$$

where

$$
\begin{align*}
A=\frac{1}{2} & P_{1}^{\prime} P_{2}^{\prime}+P_{1} P_{2}\left(P_{1}+P_{2}\right)+2\left(N-\frac{\delta^{2}}{4 h}\right) P_{1} P_{2}-L\left(L+\frac{\delta^{2}}{2 h}\right)\left(P_{1}+P_{2}\right) \\
& +L\left(P_{1}^{2}+P_{2}^{2}\right)-2 L^{2}\left(N+L+\frac{\delta^{2}}{4 h}\right) \\
& B=P_{1}^{2} P_{2}^{2}+2 L P_{1} P_{2}\left(P_{1}+P_{2}\right)+L^{2}\left(P_{1}^{2}+P_{2}^{2}\right)+4 L(N+L) P_{1} P_{2} \\
& +4 L^{2}(N+L)\left(P_{1}+P_{2}\right)-2 L^{3}\left(P_{1}+P_{2}\right)-4 L^{3}(N+L)+4 L^{2}(N+L)^{2}+L^{4} \tag{3.39}
\end{align*}
$$

which leads to the following result for the correlation function

$$
\begin{equation*}
g\left(t, t_{1}\right)=n\left(t_{1}\right)\left(2 L+2 L N \frac{A}{B}\right) \tag{3.40}
\end{equation*}
$$

This rather complicated formula will be simplified and discussed in the next section.

## 4. Discussion

The result (3.15) for the mean photon number $n(t)$ has already been discussed in Refs. [2, 4]. We add to those findings some remarks concerning the general (nonresonant) case. For the properties of the $p$-function, the fundamental cubic equation

$$
\begin{equation*}
4 e^{3}-g_{2} e-g_{3}=0 \tag{4.1}
\end{equation*}
$$

is of central importance. In the leading order $O(N)$, it has the following simple solutions $e_{1} \geqslant e_{2} \geqslant e_{3}$

$$
\begin{align*}
& e_{1,3}=-\frac{E}{6}+\frac{L}{2} \pm \frac{1}{2} \sqrt{(E+L)^{2}+2 L \delta^{2} / h} \\
& e_{2}=\frac{E}{3}-L . \tag{4.2}
\end{align*}
$$

The parameter $k^{2}$ of the elliptic functions then becomes

$$
\begin{equation*}
k^{2}=\frac{e_{2}-e_{3}}{e_{1}-e_{3}}=\frac{1}{2}+\frac{E-3 L}{2 \sqrt{(E+L)^{2}+2 L \delta^{2} / h}} \tag{4.3}
\end{equation*}
$$

It follows from the definition (2.11) that

$$
\begin{equation*}
0 \leqslant k^{2} \leqslant 1 \tag{4.4}
\end{equation*}
$$

The value $k^{2}=\frac{1}{2}$ corresponds to the so-called super-radiant case $E=3 L$, i.e. $R=2 N+$ $1-\delta^{2} / 4 h$.

The $p$-function $P(t)(3.6)$ assumes its minimum value $P_{\text {min }}$

$$
\begin{equation*}
P_{\min }=e_{1}-\frac{E}{3} \tag{4.5}
\end{equation*}
$$

at the half-period

$$
\begin{equation*}
\omega=\frac{K(k)}{\sqrt{e_{1}-e_{3}}} \tag{4.6}
\end{equation*}
$$

$K(k)$ is the complete elliptic integral of the first kind. The minimum $P_{\min }$ corresponds to a maximum of the mean photon number (3.15)

$$
\begin{equation*}
n_{\max }=2 L+\frac{N}{1+\left(\sqrt{(E+L)^{2}+2 L \delta^{2} / h}-E-L\right) / 4 L} \tag{4.7}
\end{equation*}
$$

This formula shows that the total energy $N$ stored in the $N$ excited atoms is converted into radiation only in the resonant case $\delta=0$. For $\delta=O(1) \neq 0$, some finite fraction of the $N$ quanta remains in the atomic system.

Let us now consider the normal ordered correlation function (3.40). As has already been noticed in the last section, the second factor in equation (3.40) simplifies to $n_{-}(t)$ (3.33) if the invariants of $P_{1}, P_{1}^{\prime}$ are set equal to $g_{2}, g_{3}^{-}$. Therefore we write

$$
\begin{equation*}
g\left(t, t_{1}\right)=n\left(t_{1}\right)\left[2 L+\left.2 L N \frac{A}{B}\right|_{-}+2 L N\left(\frac{A}{B}-\left.\frac{A}{B}\right|_{-}\right)\right] \tag{4.8}
\end{equation*}
$$

where the subscript '-' means that the invariants of all p-functions are $g_{\overline{2}}, g_{\overline{3}}$. Since the difference in the invariants is one order in $N$ smaller than the invariants themselves, it is sufficient to calculate the first-order corrections

$$
\begin{equation*}
\frac{A}{B}-\left.\frac{A}{B}\right|_{-}=\left.\frac{\partial}{\partial P_{1}} \frac{A}{B}\right|_{-}\left(P_{1}-P_{1}^{-}\right) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{1}-P_{1}^{-}=\frac{\partial P_{1}^{-}}{\partial g_{2}}\left(g_{2}-g_{2}^{-}\right)+\frac{\partial P_{1}^{-}}{\partial g_{3}}\left(g_{3}-g_{3}^{-}\right) \tag{4.10}
\end{equation*}
$$

In calculating the derivative with respect to $P_{1}$ in equation (4.9), $P_{1}^{\prime}$ has to be expressed by equation (3.35) by means of $P_{1}$. We then have

$$
\begin{align*}
\left.\frac{\partial}{\partial P_{1}} \frac{A}{B}\right|_{-} & =\left.\frac{1}{P_{1}^{-\prime}} \frac{\partial}{\partial t_{1}} \frac{A}{B}\right|_{-}=\frac{1}{P_{1}^{\prime}} \frac{\partial}{\partial t_{1}} \frac{1}{P_{-}\left(t_{1}+t_{2}\right)+L} \\
& =\frac{1}{P_{1}^{-1}} \frac{\partial}{\partial t} \frac{1}{P_{-}+L}=-\frac{P_{-}^{\prime}}{P_{1-}^{\prime}\left(P_{-}+L\right)^{2}} \tag{4.11}
\end{align*}
$$

The right side of equation (4.10) is computed using the formula [8]

$$
\begin{align*}
& \frac{\partial p_{1}}{\partial g_{2}}=\frac{1}{\Delta}\left\{p_{1}^{\prime}\left(-\frac{9}{2} g_{3} \zeta_{1}+\frac{g_{2}^{2}}{4} t_{1}\right)-9 g_{3} p_{1}^{2}+\frac{g_{2}^{2}}{2} p_{1}+\frac{3}{2} g_{2} g_{3}\right\} \\
& \frac{\partial p_{1}}{\partial g_{3}}=\frac{1}{\Delta}\left\{p_{1}^{\prime}\left(3 g_{2} \zeta_{1}-\frac{9}{2} g_{3} t_{1}\right)+6 g_{2} p_{1}^{2}-9 g_{3} p_{1}-g_{2}^{2}\right\} \tag{4.12}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta=g_{2}^{3}-27 g_{3}^{2} \tag{4.13}
\end{equation*}
$$

and $\zeta_{1}=\zeta\left(t_{1}\right)$ is Weierstrass' $\zeta$-function. Since the correction we are calculating becomes important only for large $t_{1}$, we must concentrate on the first terms in equation (4.12) containing $\zeta\left(t_{1}\right)$ and $t_{1}$. All other terms are uniformly bounded in $t_{1}$ apart from the poles at multiples of $\omega$ (see below). For simplicity let us consider the resonant case $\delta=0$. Then, using

$$
\begin{align*}
& g_{2}-g_{2}^{-}=\frac{4}{3} E+4 L  \tag{4.14}\\
& g_{3}-g_{3}^{-}=-\frac{4}{9} E^{2}+\frac{8}{3} L E+\frac{4}{3} L^{2} \tag{4.14}
\end{align*}
$$

we get

$$
\begin{equation*}
P_{1}-P_{1}^{-}=\frac{P_{1}^{-\prime}}{4 L(E+L)}\left[\zeta_{1}^{-}+\left(\frac{E}{3}+L\right) t_{1}\right] . \tag{4.15}
\end{equation*}
$$

This expression has the defect that it introduces poles of the fourth order at multiples of $\omega$, which are actually compensated by the neglected terms in equation (4.12). The bracket in equation (4.15) increases linearly with $t_{1}$ like

$$
\begin{equation*}
\left(\frac{\eta}{\omega}+\frac{E}{3}+L\right) t_{1}=\frac{E(k)}{K(k)}(E+L) t_{1} \tag{4.16}
\end{equation*}
$$

where $\eta=\zeta(\omega)$ and $E(k)$ is the complete elliptic integral of the second kind. We make an error uniformly small in $t_{1}$ by using in equation (4.9)

$$
\begin{equation*}
P_{1}-P_{1}^{-}=\frac{P_{1}^{-\prime}}{4 L} \frac{E(k)}{K(k)} t_{1}, \tag{4.17}
\end{equation*}
$$

instead of equation (4.15). This finally leads to the following more transparent formula for the correlation function

$$
\begin{equation*}
g\left(t, t_{1}\right)=n\left(t_{1}\right)\left[n_{-}(t)-\frac{1}{2} \frac{E(k)}{K(k)} N \frac{P_{-}^{\prime}(t)}{\left(P_{-}+L\right)^{2}} t_{1}\right] . \tag{4.18}
\end{equation*}
$$

We have checked both results, (3.40) and (4.18), numerically in the super-radiant case with $N=50, R=101$. We find that the difference between the numerical and the analytical results are uniformly small and nicely periodic in both time variables $t, t_{1}$ for both formulae (3.40) and (4.18) (see Figs. 1 and 2). Since the deviation is obviously one order in $N$ smaller than $g$ itself, both results (3.40) and (4.18) are confirmed. However, to our surprise, the latter formula (4.18) seems to be better, because the periodic structure in $t$ is more simple (Fig. 2) and the remainder is slightly smaller. By combination with the previous result for small times [5], it should be possible to refine the formulae, including the next order in $N^{-1}$.


Figure 1
Differences between the numerical and analytical values of the correlation function $g\left(t, t_{1}\right)$ as a function of $t_{1}$ for fixed $t$ and $N=50, R=101$. The solid curve corresponds to the formula (3.40), the dashed curve to the formula (4.18). The horizontal solid and dashed lines are uniform upper and lower bounds of the functions.

One important consequence of equation (4.18) is the decay in the coherence of the radiation for increasing $t_{1}$. As a measure of the coherence let us consider the quantity

$$
\begin{equation*}
\frac{g\left(t, t_{1}\right)-n\left(t_{1}\right) n_{-}(t)}{n\left(t_{1}\right) n_{-}(t)}=-\frac{N}{4 L} \frac{E(k)}{K(k)} \frac{P_{-}^{\prime}(t)}{\left(P_{-}+L\right)\left(P_{-}+E\right)} t_{1} . \tag{4.19}
\end{equation*}
$$

If this is of the order $O(1)$, i.e. $t_{1}=O\left(N^{\ddagger}\right)$, one can say that the coherence is completely destroyed. Since the period $2 \omega(4.6)$ is of the order $O\left(N^{-\frac{1}{t}}\right)$, this occurs after $O(N)$ oscillations of the system. That means that the coherence decays very slowly. Indeed, it must be investigated whether the semi-classical solution can be maintained up to these


Figure 2
Differences between the numerical and analytical values of the correlation function $g\left(t, t_{1}\right)$ as a function of $t$ for fixed $t_{1}$. The solid curve corresponds to equation (3.40), the dashed curve to equation (4.18).
large times $t=O\left(h^{-\frac{1}{2}}\right)$. This is again a problem which goes beyond the usual discussion of the classical limit and will be considered in Part II of the paper.

It is interesting to compare equation (4.19) with the corresponding result for the time-ordered correlation function $g_{1}\left(t, t_{1}\right)$,

$$
\begin{equation*}
g_{1}\left(t, t_{1}\right)=\left(\psi_{0}, a^{+}\left(t_{1}\right) a\left(t_{1}\right) a^{+}(t) a(t) \psi_{0}\right) \tag{4.20}
\end{equation*}
$$

which looks quite similar, namely [5]

$$
\begin{equation*}
\frac{g_{1}\left(t, t_{1}\right)-n(t)}{n(t) n\left(t_{1}\right)} \frac{n\left(t_{1}\right)}{2}=\frac{1}{2} \frac{N}{4 L} \frac{P^{\prime}}{(P+L)(P+E)} \frac{P_{1}^{\prime}}{\left(P_{1}+L\right)\left(P_{1}+E\right)} . \tag{4.21}
\end{equation*}
$$

This quantity, however, is of the order $O\left(N^{-1}\right)$ for arbitrary $t, t_{1}$. Consequently, the timeordered correlation function shows a high degree of factorization for all times, in contrast to the normal ordered one.
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